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ABSTRACT: Artificial Intelligence (AI) is positioned to be a foundational technology in most industrial sectors, societal interactions, as well as in many other technological advantages. AI is rapidly evolving with the promise of bettering our businesses, keeping us safer, and transforming us into a better society. At the same time, we know there will be concerns, some anticipated, and many that will develop alongside the technology itself. Its ubiquitous nature and rapid pace of development make traditional governance structures difficult to impose. However, there are a number of “soft-law” or non-legally binding tools that offer the flexibility needed to foster innovation safely.


Artificial intelligence (AI) is being applied in a growing number of industrial sectors and societal applications. There are many different types and definitions of artificial intelligence.¹ In its most general definition, AI is “the capacity of computers or other machines to exhibit or simulate intelligent behavior.”² Narrow, or weak, AI systems are limited to performing a specific task,
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such as playing games, image recognition, or language translation. Such systems represent represents the current status and development of AI.

For example, the Apple-Siri unit that retrieves information from the internet on a specific topic is narrow AI. When Siri is operating in this task, it is incredibly fast and efficient, often more so than a human. However, Siri cannot hold a conversation or understand any requests past those simple tasks. Other narrow AI—such as IBM Watson for health—may seem more complex, as it is synthesizing and making diagnostic and treatment claims for patients, surpassing human knowledge. This is a result of its machine learning algorithms, in which the system can learn by itself from available data without direct human supervision. While this is exciting, as Watson can perform some tasks superior to its human counterparts, it can only be applied in a narrow capacity at this time.

Artificial general intelligence (AGI), sometimes referred to as superintelligence, is when a computer system can operate at or above human capacity. Here, the machine would mimic human intelligence in a general manner and be able to solve many types of problems. This type of AI is mentioned only briefly here to be comprehensive, but further discussion is otherwise outside the scope of the article. AGI is generally believed to not be feasible for several decades, if ever.

AI is ubiquitous in almost all technologies today that rely on computing. Andrew Ng, former chief scientist of Baidu and cofounder of the online learning platform Coursera, has stated that “AI is the new electricity. It will transform every industry and create huge economic value.” Not to be outdone, Google CEO Sundar Pichai claimed at the 2020 World Economic Forum annual meeting in Davos that the impact of AI on the world will be more profound than fire.

4. Id.
or electricity.11 Further, Ginni Rometti, then CEO of IBM, said in 2019 that she “expect[ed] AI to change 100 percent of jobs within the next five to 10 years.”12 Lastly, the White House issued an Executive Order on AI in 2019 that began by stating that AI “promises to drive growth of the United States economy, enhance our economic and national security, and improve our quality of life.”13

Even allowing that the hype surrounding AI may be greater than the one associated with other emerging technologies, there is no question that AI is profoundly changing our economy, our lives, and our world. From our cars, to our phones, watches, and even vacuums, we are becoming a world dependent on AI. The annual global AI software revenue is forecast to grow from $10.1 billion in 2018 to $126.0 billion by 2025.14 Its rapid adoption across all industries suggests that AI will be the next great technological shift, as significant as the adoption of the computer.

While AI systems are already providing enormous commercial value and societal benefits,15 with many more to come, they are also raising a variety of societal concerns. Examples include privacy threats,16 potential for biased or discriminatory applications,17 safety risks,18 medical errors,19 lack of transparency,20 possibility of financial manipulation,21 political interference,22 impacts
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on human relationships, technological unemployment, and national security concerns. The smooth and publicly acceptable implementation of AI will depend on effective solutions or strategies for addressing these societal concerns.

The traditional recourse for addressing these types of technology impacts is government-enacted and government-enforced regulation. However, for a variety of reasons, comprehensive government regulation of AI is unlikely at this time. AI, like a number of other emerging technologies, presents a series of regulatory challenges. Its speed of development and evolution makes it challenging to adopt static regulations for a rapidly moving target, known as the pacing problem. The benefits, risks, and future trajectories of AI are all inherently uncertain, again making a regulatory response difficult. The wide variety of applications, industry sectors, and regulatory authorities involved with AI makes a coordinated and comprehensive government response difficult, at least without the creation of some new regulatory entity. Other regulatory impediments include the lack of jurisdiction over some AI concerns by existing agencies, insufficient in-house technical expertise and funding to address AI risks, and the dearth of political will or priority ranking to regulate AI.

The net effect of these factors is that most of the concerns raised by AI today have not generated a robust government regulatory response to date, and are unlikely to do so for the foreseeable future. Something else must fill these

32. NSTC, supra note 3, at 17 (“The general consensus of the . . . commenters was that broad regulation of AI research or practice would be inadvisable at this time.”).
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governance gaps, and various “soft law” measures have been proposed or enacted. These programs, and their strengths and limitations, are reviewed in the next section. These soft law programs offer great flexibility; however, they are not directly enforceable. For them to be effective and credible, they must have indirect enforcement mechanisms to ensure that they are implemented successfully. After describing AI soft law programs, this article surveys various mechanisms that can be used to implement and enforce AI soft law programs. It then introduces a project to use previous examples of soft law programs in other domains to provide relevant lessons for the governance of AI via soft law.

I. AI SOFT LAW PROGRAMS

While there is no single consensus definition of soft law, it is defined here as a program that creates substantive expectations, but which are not directly enforceable by government. Soft law can have a variety of forms and formats, such as a code of conduct, ethical statement, professional guidelines, statement of principles, certification program, private standard, public-private partnership program, or voluntary program. Part I describes the rapidly growing landscape of AI soft law measures, and summarizes the advantages and deficiencies of soft law measures for governing an emerging technology like AI.

A. The Proliferation of AI Soft Law Programs

Given the prominence of AI methods and applications and the major regulatory gaps that have already emerged, it is perhaps not surprising that there has already been a proliferation of soft law programs and proposals. Several projects are attempting to track and map this growing terrain of AI soft law measures. Jobin and her coauthors identified 84 ethical statements or guidelines for AI, ranging from individual company ethical codes (e.g., Google) to multi-governmental declarations (such as the OECD Principles on Artificial Intelligence that have been endorsed by at least 42 nations). These soft law measures express a convergence on five substantive ethical principles: transparency, justice and fairness, non-maleficence, responsibility, and privacy.
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38. Jobin et al., supra note 36, at 391.
AlgorithmWatch has identified over 160 AI ethics initiatives as of April 2020. An analysis of these instruments finds a convergence on four key principles: respect for human autonomy, prevention of harm, fairness, and explainability. The Principled Artificial Intelligence Project at the Berkman Klein Center at Harvard University has catalogued and characterized 36 AI soft law programs. This database has identified eight common themes in these soft law programs: accountability, fairness and nondiscrimination, human control of technology, privacy, professional responsibility, promotion of human values, safety and security, and transparency and explainability. In the fall of 2020, the Center for Law, Science & Innovation (LSI Center) at the Sandra Day O’Connor College of Law, Arizona State University, will publish its findings stemming from the identification of over 640 soft law programs directed at AI. Among their conclusions, the researchers found that roughly a third of programs possess some sort of enforcement or implementation tool, and that government entities are one of the main stakeholders that lead or implement those programs most likely to complement hard law alternatives.

The Institute of Electrical and Electronics Engineers (IEEE) has undertaken another noteworthy initiative to develop soft law governance of AI. The IEEE worked with several hundred AI experts across multiple disciplines to produce Ethically Aligned Design, a 200-plus page report on the ethical development and use of AI. The IEEE is now taking the next step to develop over a dozen IEEE standards on various aspects of AI governance, including an overview standard on the governance of AI.

**B. Pros and Cons of Soft Law Measures**

Soft law governance tools for AI or other emerging technologies have advantages and disadvantages. This Section reviews these qualities as compared to traditional hard law government regulation.
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1. Advantages of Soft Law

Soft law provides a more agile and flexible form of governance than traditional government regulation, an important attribute for rapidly evolving emerging technologies such as AI. For instance, it can be adopted and modified much more quickly and easily, because it is not required to comply with the various procedural and bureaucratic requirements of regulation.

If traditional regulatory statutes or regulations were used to govern AI, they would likely become quickly outdated, as public authorities would struggle to keep laws up to date with evolving technologies. The result is either no regulation, or outdated regulation. For example, the primary regulatory statute for electronic communications in the United States is the Electronic Communications Privacy Act (ECPA), which was enacted in 1986 before email, the world wide web, and smart phones even existed.

Additionally, hard law’s requirement of delegated statutory is not an issue with soft law. A traditional regulatory agency can usually only act within powers delegated to it by a statute. New statutes are rare and difficult to enact without some type of crisis, while existing statutes were drafted without awareness of the unique issues or problems that AI may present. Thus, using existing regulatory authority to govern AI is often like trying to fit a square peg into a round hole. Examples of such regulatory misfits include trying to regulate algorithmic bias under the Federal Trade Commission Act enacted in 1914, and regulating “smart” medical devices using AI under the 1976 Medical Device Amendments to the Federal Food, Drug and Cosmetic Act. Other AI issues are not covered by any existing regulatory authority or agency (e.g., technological unemployment or some of the autonomy concerns raised by AI systems).

In stark contrast, soft law tools can be adopted by a wide variety of organizations, often with minimal or no administrative or bureaucratic obstacles or delays. Delegated regulatory jurisdiction is not needed, and soft law can address any and all issues it chooses. Very little traditional regulation has been enacted
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for AI, resulting in large, growing governance gaps. The only solutions currently in place to fill those gaps are dozens of soft law programs. Thus, soft law governance of AI is an existing fact, not an aspirational goal.

Three other aspects of soft law provide further benefits. First, unlike hard regulation adopted by regulatory authorities that are legally restricted to specific geographical jurisdictions, soft law measures have no similar restrictions, and thus tend to be inherently international in scope. This is important for a technology like AI that is being developed, and applies, globally. Second, there is no limit on the number of soft law options and alternatives that can be attempted. Under traditional regulation, only one regulatory agency usually has authority to adopt a single approach for a particular problem. In contrast, many different types or coalitions of entities can adopt their own soft law instruments, allowing “a 1000 flowers bloom” experimentation. Finally, soft law programs often (although not always) involve a collaborative approach between different types of stakeholders, in contrast to the adversarial and hierarchical structure of traditional regulation. This collaborative spirit can foster longer-term understanding and partnerships between stakeholders that would otherwise be in an adversarial relationship under traditional regulatory programs.

2. Disadvantages of Soft Law

While soft law offers many advantages for governance of AI, it also presents some major disadvantages, which in many cases are the flip sides of the advantages. One set of problems with soft law programs is the process by which they are adopted. As discussed above, soft law enactments are able to avoid many of the procedural and bureaucratic impediments of government regulation, but those procedural and bureaucratic requirements are there for a reason—to promote the transparency of, and participation in, regulatory decision-making. Soft law programs are typically designed and adopted behind closed doors, often by a carefully selected or limited group of entities, frequently from
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industry.\textsuperscript{65} Whereas any individual or organization can actively follow and participate in the enactment of government regulations, these participants will often be kept in the dark during the adoption stages of soft law programs.

The biggest deficits of soft law programs, however, relate to their effectiveness and credibility. Their provisions are often phrased in broad and general terms, making compliance difficult to objectively determine, especially without any type of reporting or monitoring requirement.\textsuperscript{66} This problem is compounded by the lack of any direct enforcement by government regulators. This creates the potential for “greenwashing” or “ethics washing,” where participating entities give lip service to their adherence to the soft law program without substantially changing their actual practices.\textsuperscript{67} Or, even if some entities do take their commitments under soft law programs seriously, other entities might not, and those “bad actors” are usually the ones most in need of real oversight. This lack of effectiveness, or at least the inability to objectively determine effectiveness, is probably the greatest weakness of soft law programs.\textsuperscript{68}

A related limitation of soft law programs is that they lack credibility with the public.\textsuperscript{69} The lack of direct enforceability and the industry’s ability to write or agree to its own requirements creates suspicion that soft law programs are self-serving and untrustworthy.\textsuperscript{70} These concerns have been stoked and validated by high-profile examples of failed attempts of self-regulation. Some recent examples include the Boeing 737 Max and the Facebook-Cambridge Analytica fiascos.\textsuperscript{71} These and other high-profile incidents have created a so-called “techlash” that has soured the public’s tolerance for industry self-regulation, which encompasses most soft law approaches.

\textbf{II. MECHANISMS FOR MAKING SOFT LAW MORE EFFECTIVE AND CREDIBLE}

It is becoming increasingly clear that simply adopting or signing onto an AI soft law program will not suffice to ensure its effectiveness and credibility for addressing problems and concerns associated with AI. More is needed. There is a growing awareness and consensus that AI governance must move beyond principles to establishing processes for implementing or operationalizing those principles.\textsuperscript{72} Fortunately, there are a number of mechanisms that are available for
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making soft law programs more effective and credible. None of these are magic bullets, but their combination can provide at least a Band-Aid, if not a bridge, for the growing governance gaps in AI, and can help advance the beneficial applications of AI while addressing the concerns and problems that this technology may create. Part II briefly catalogues some available strategies, starting with mechanisms that can be implemented internally within an entity that develops or uses AI, followed by a longer list of mechanisms that use outside influences.

A. Internal Measures

1. Corporate Boards

Corporate boards of directors, acting on behalf of shareholders in public companies, have become more active in overseeing corporate management implementations of critical aspects of company futures, which for many corporations will increasingly involve AI. Corporate boards, or committees of the board set up for such oversight, could actively monitor the implementation and compliance with any soft law measures corporations have committed to follow. A number of guidance documents have now been produced to advise boards of directors on effective oversight of their respective company’s AI implementation.

2. Ethics Committee

An organization may establish an ethics committee to oversee compliance with standards, policies, and rules of conduct concerning AI. These committees can be comprised of executives and experts from various departments within or outside the organization. They may be established early in a company’s development to set up initial guidelines and processes, as well as navigate the conflicts surrounding them. They can then be charged with periodic review of AI policies, industry standards, regulatory review, or new technological developments to recommend policy changes. These committees provide accountability

75. NEWMAN, supra note 72, at 5, 13–20.
Introduction

for a company’s behavior and a tool in mitigating misbehavior, as well as recommending adoption and ensuring compliance with various soft law measures the company has signed up for.

3. Ethics Officer

An ethics officer is responsible for ensuring that each facet of the organization’s procedures is consistent with its code of ethics. This position is particularly important in the realm of AI. The ethics officer would likely help establish and implement major AI policy guidelines for the company, such as its position on digital privacy. Additionally, the officer would need to understand the consequences of new technology and guide the company and CEO towards developing technology that adheres to its core values. Monitoring compliance with applicable AI soft law commitments would be a natural extension of the corporate ethics officer’s responsibilities.

4. Ombudsman or Whistleblower Mechanism

Another useful internal mechanism is the provision of a confidential channel for employees to voice concerns about corporate or individual actions through an independent ombudsman or other company official. The mechanisms should be confidential, so employees need not worry about their job security or reprisals for initiating a report. For example, the police technology company Axon has a designated ombudsperson on their external ethics advisory committee to whom employees may raise concerns.

B. External Measures

1. Supply Chain

Business partners could require certification with applicable AI soft law programs by both upstream suppliers and downstream customers as a condition of doing business with that company. Obviously, the higher the market power of a company, the more capability it has to impose compliance with soft law measures on its upstream and downstream business partners. Although requiring such supply chain compliance may come at the expense of some business deals and financial losses, these consequences and detriments are likely to be outweighed by the prevention of bad publicity and legal liability resulting from partnering with an irresponsible supplier or customer.
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2. Government Procurement

Because governments are often purchaser and user of many emerging technologies, compliance with applicable AI soft law programs could be mandated as prerequisites for contracts and purchases of technologies. Proposals have already been put forward for guidelines promoting ethical AI in government procurement efforts.80

3. NGO Monitors

Nongovernmental organizations (NGOs), think tanks, or journalists could monitor and report publicly on companies’ compliance with specific soft law programs or provisions.81 There may be limitations on an NGO’s or journalist’s ability to measure a company’s performance, but one of the criteria for the rating system could be transparency in demonstrating compliance. NGOs and journalists have a different value structure than companies, making them a useful and independent counterweight for assessing soft law compliance. Sometimes the NGO can also be involved in the development of the soft law program—the participation of a variety of prominent NGOs in the Partnership for AI serves as such a counterweight, which can help build public confidence.82

4. Auditing/Certification

Certification bodies could create programs to certify that a company or other entity is adhering to a particular set of soft law guidelines or principles.83 The independence and trustworthiness of the certification body is essential for building trust in this auditing and certification process. When structured properly, third-party inspections create strong economic incentives for firms to comply with applicable soft law standards.84
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5. Trade Associations

In some industry sectors, trade associations play a major role in representing the industry on public policy, but also in compiling and sharing data, standards, and other resources critical for a company operating in that industry.\(^\text{85}\) Trade associations can therefore exert considerable influence over their member countries to adopt and comply with private standards or codes of conduct that promote safer operations and public assurance. An example of such positive results is the voluntary Health and Safety Partnership Program the insulation industry trade association (NAIMA) implemented in partnership with OSHA, which achieves far greater worker protection than a regulatory program could have accomplished.\(^\text{86}\)

6. Professional Societies

Whereas trade associations usually have companies as members, most professional societies have individual experts as members. These professional societies can and do impose various forms of ethical codes or guidelines on their membership.\(^\text{87}\) Noncompliance with these professional guidelines can result in various disciplinary actions, including expelling an individual from the society. This can often impede or prevent such a disbarred individual from practicing their profession, which gives professional societies substantial influence in supervising the ethical and professional conduct of their members.\(^\text{88}\) To the extent individual professionals are subject to soft law measures, such as professional society guidelines, this oversight can help ensure soft law compliance.

7. Liability Insurers

Liability insurers could require the implementation of appropriate AI risk management programs as a condition of coverage.\(^\text{89}\) Such risk management strategies were employed with nanotechnology, which like AI presents insurers with the prospect of longtail liabilities without any experience to estimate or price risk.\(^\text{90}\)
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8. Grant/Funding Agencies

Many entities involved in AI may seek grant funding, such as research or small business development grants, from the federal government. These funding provisions provide leverage for the federal agency to require compliance with specific AI guidelines or codes of conduct as a condition of initial or continued funding. For example, researchers funded by the National Institutes of Health (NIH) must comply with various guidelines that are not otherwise binding or enforceable on private entities, such as the NIH Recombinant DNA guidelines or the Common Rule for human subject protections.

9. Market Forces

The market can often be the ultimate regulator of industry. Here, consumers may be drawn to companies that have a strict adherence to safety, privacy, and consumer protection in the use of AI. For example, Apple advertises its privacy-first approach to innovation. This may serve to promote its own image and products, as well as imply that other companies may lack the same standards. On the other hand, a major system error may dissuade consumers, and such distrust can plague a company in the long-term. This type of pressure may be responsible for delays in deploying autonomous vehicles.

10. Labeling

Labels have often been used to indicate that a product conforms with a voluntary performance standard. Examples include dolphin-free tuna, Energy Star, USDA organic foods, or wood products with the Forest Stewardship Council or the Sustainable Forestry Initiative certification. If consumers are interested in supporting the underlying performance indicated by the label, and
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believe it accurately identifies such performance, they may be more likely to buy products with relevant labels. Companies may be incentivized to adopt and comply with the underlying voluntary guidelines or standards. The inclusion of a certification process helps build consumer confidence in the label. An “ethical AI” label has already been proposed for AI. Such a labeling system could be used to inform the consumer that the AI system has been tested for bias, respects consumer data privacy, or has been validated as safe.

11. Professional Journals

Professional journals could require compliance with certain best practices or guidelines provided by soft law instruments as a condition of publication. Some journals have already begun to undertake such measures with respect to other emerging technologies. For example, the Nature journals have stated that they will not publish any articles involving stem cells or human genome editing that fail to comply with the International Society for Stem Cell Research Guidelines for Stem Cells. One could imagine that journals in the AI field may require as a condition for publication that authors certify compliance with specified AI soft law instruments.

12. Multi-Stakeholder Processes

Multi-stakeholder processes involve the participation and cooperation of stakeholders in the design and implementation of a soft law program for a technology. By including all interested parties (or their representatives) in a consensus process, the multi-stakeholder forum can enhance the objectivity, trust, and credibility of the resulting soft law mechanism. A good example of multi-stakeholder mechanisms are the efforts of the National Telecommunication and Information Administration to create codes of conduct or best practices on several emerging technologies, including drones, facial recognition, and cybersecurity vulnerabilities.

13. FTC Enforcement

The Federal Trade Commission (FTC), under its general authority to take enforcement actions against deceptive and unfair business practices, could take action against a company that publicly commits to comply with a certain code of conduct or best practices, but then fails to live up to its commitment.
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The FTC has already used its power against companies that fail to comply with their voluntarily adopted privacy policies.  

14. Liability

Compliance or lack of compliance with applicable soft law provisions, such as codes of conduct or best practices, may also be relevant evidence in liability lawsuits to determine whether a company exercised reasonable care. In evaluating whether an AI entity is liable for harm caused by its products or activities, a judge or jury may consider the reasonableness of the entity’s actions, which can often be affected by the compliance (or lack thereof) with soft law programs. For example, a tort defendant may voluntarily comply with programs or standards not only to reduce its risk of litigation, but to use as evidence of due care if litigation arises. Even if the defendant is held liable, such steps would protect it from punitive damages.

III. MAKING AI SOFT LAW MORE EFFECTIVE AND CREDIBLE

AI is already ingrained in most technologies and industries and is evolving at a rate faster than traditional methods of law and rulemaking. Laws cannot be made fast and flexible enough to manage systems that are continually changing and whose uses are multiplying. Methods and applications of AI offer significant enhancement to almost all industries, including manufacturing, customer service, health care, media, and education. These benefits should be fostered. At the same time, they offer unique risks for consumers, many of which are only realized after the use has entered the market. As such, a well-managed soft law paradigm would be best for encouraging innovation and growth, while simultaneously reacting and protecting consumers and the public as a whole.

While the criticisms over soft law include lack of oversight and public support as well as bias towards industry, the initial survey in the previous section indicates the existence of mechanisms to strengthen effectiveness and credibility. While more flexible and agile than traditional governance, soft law measures must be thoughtfully and rigorously managed to ensure a thorough program. It is not enough to just have AI companies sign onto a list of ethical principles. Rather, these principles must be operationalized into effective practices and credible assurances.
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To contribute to making AI soft law more effective and credible, the LSI Center has launched a project with this objective, which is funded by the Charles Koch Foundation. The project has three phases—past, present, and future. The Past phase looks at past examples of soft law implementation for other technologies and seeks to identify factors that make such applications more or less credible. It also draws lessons from this historical analysis. The Present phase collects, categorizes, and analyzes existing AI soft law programs, and seeks to go beyond existing datasets to specifically assess whether and how these programs include provisions for promoting, ensuring, and measuring real world governance benefits. The Future phase will recommend specific strategies for making AI soft law more effective and credible going forward.

The work product from the Past phase is published in this special issue of *Jurimetrics*, while those of the Present and Future phases will be available at a later date. In this phase, we asked four scholars to select soft law examples from the following emerging technology fields: (1) Environmental Technologies; (2) Nanotechnology; (3) Information and Communication Technologies (ICT); and Life Sciences (4). In each case study, our contributors briefly describe soft law mechanisms within their field of expertise, evaluate their successes or failures, and identify factors that might explain their outcomes.

The case studies begin with an evaluation of environmental soft law by Cary Coglianese, the Edward B. Shils Professor of Law and Professor of Political Science at the University of Pennsylvania Carey Law School and Director of the Penn Program on Regulation. In this article, three international standards are examined: ISO 14001 environmental management systems; private standards for sustainable forestry; and LEED standards for green building design.110

Diana Bowman, Associate Dean for International Engagement at the Sandra Day O’Connor College of Law, Arizona State University, focuses on nanotechnology initiatives. She describes the role of a unilateral code of conduct, a bilateral risk assessment framework, government sponsored voluntary requests for data, and labeling activities on the governance of this technology.111

Adam Thierer, Senior Research Fellow at the Mercatus Center at George Mason University, surveys the development of multi-stakeholder-based soft law mechanisms in ICT. In this article, he writes about the emergence of the Internet Corporation for Assigned Names and Numbers as an offshoot of the United States government, content moderation initiatives in the entertainment sector to protect children from adult-oriented information, digital privacy efforts, and cybersecurity protocols.112

Lastly, Yvonne Stevens, Faculty Associate at the Sandra Day O’Connor College of Law, tackles soft law in the life sciences. Her article discusses four
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important mechanisms: the NIH recombinant DNA guidelines, gene synthesis self-regulatory programs, professional guidelines for stem cell researchers, and several UNESCO declarations.113

These four analyses of different technology fields are rich with lessons for making AI soft law more effective and credible. The successes, failures, and factors responsible for both are discussed within each chapter. This special issue ends with a concluding article that synthesizes the lessons from these historical applications of soft law in other technologies for the future role of soft law in AI governance.