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Executive summary

Soft law is defined as a program that sets substantive expectations, but is not directly enforceable by government.  
Because soft law is not bound by a geographic jurisdiction and can be developed, amended, and adopted by any  
entity, it will be the dominant form of artificial intelligence (AI) governance for the foreseeable future. The objective of  
this document is to compile and analyze global trends on how this governance tool is used by government, non-profits,  
and the private sector to manage AI’s methods and applications. 

Inspired by similar efforts, this document contains a scoping review of AI soft law programs. Our process was divided 
into three steps: identification, screening, and classification. Our identification of programs began by establishing  
eligibility criteria. All programs had to: 1) conform to the definition of soft law, 2) emphasize the governance or  
management of a method or application of AI, and 3) were published by December 31st, 2019. These criteria made  
it possible to detect relevant programs through one of three methods that were implemented in a parallel manner.  
We found and mined over 80 linkhubs, resources that aggregate programs. We performed 370 keyword searches  
that combined our soft law program typology with a diverse list of themes, applications, and methods related to AI.  
Lastly, every screened-in program was vetted to search for references to other relevant programs, efforts such as  
these are denominated citation chaining. 
 
In the screening process, we verified each program’s compliance to the project’s eligibility criteria. Out of the 1,599 
programs initially identified, 965 were excluded because they were deemed to be articles or documents without a soft 
law component, unrelated to AI, or published after our 2019 cut-off. The final step of the process involved classifying the 
programs. Through several pilot exercises and by adopting best practices from relevant research, we developed 107 
variables and themes to describe the programs. Variables provide information on how it is organized, functions, and its 
general characteristics, while themes communicate the subject matter discussed within a program’s text.
 
Overall, we identified 634 soft law AI programs. Through our variables and themes, we were able to gather insights from 
this database. For one, the governance of this technology through soft law is a relatively new endeavor. Despite finding 
programs from the year 2001, over 90% of those in our sample were published between 2016-2019. Geographically, 
there appears to be limited diversity. The vast majority originate in countries classified as high income within Europe and 
North America. In the development of these tools, organizations appear to overwhelmingly prefer programs geared  
towards influencing the behavior of internal and external stakeholders, as opposed to those limited to internal  
stakeholders. At the same time, less than a third publicly mention enforcement or implementation tools meant to  
compel compliance with soft law program. 

Despite having seven categories for classifying the type of soft law program, about 80% were labeled as principles  
or recommendations/strategy. This includes a list of 158 principles, one of the largest compilations dedicated to AI  
available in the literature. Our research also dispels the notion that soft law is the exclusive purview of industry self- 
regulation. Through the creation of governance triangles, we found that government entities led AI soft law development 
with a ~36% participation, followed by multi-stakeholder alliances with ~21%. One of the original contributions of this 
research is its classification of each program’s text. By harnessing our 15 themes and 78 sub-themes, we uncovered 
that general mentions of transparency, general mentions of discrimination and bias, and AI literacy are the most  
represented issues in our database. 
 
Soft law is not a panacea or silver bullet. By itself, it is unable to solve all of the governance issues experienced by 
society due to AI. Nevertheless, whether by choice or necessity, soft law is and will continue to play a central role in the 
governance of AI for some time.  As such, it is important to build-upon the lessons that emanate from this research to 
make soft law as effective and credible as possible so it can address the governance challenges of AI systems,  
including safety, reliability, privacy, transparency, fairness, and accountability. 

The ultimate goal of this research project is to inform decision-makers with evidence, practices, and recommendations 
that can be harnessed to enhance soft law programs with the objective of improving the management of applications 
and methods of AI under their responsibility.
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Introduction

Methods and applications of AI are pushing regulatory and social boundaries in every corner of the globe. To address 
these issues, the governance of AI can take two forms. There is hard law, represented by the creation or amendment of 
regulations. Generally, these processes can entail significant time delays and resources, which limits their responsiveness 
to emerging issues. On the other hand, there is soft law, which exists in the form of programs that set substantive  
expectations, but are not directly enforceable by government. Governance of this type can exist without jurisdictions and 
be developed, amended, and adopted by any entity. Throughout time, soft law has been treated as a preferred approach 
or delegated as a temporary alternative until hard law is promulgated. Regardless of its use, soft law’s flexibility has made 
it the dominant form of AI governance.

This research project focuses on soft law for AI. Specifically, it compiles one of the most wide-ranging publicly-available 
databases on these programs (the database can be accessed through this link). It includes efforts from around the 
world, created by stakeholders of many varieties (e.g. private sector, non-profits, and government), and of different types 
(e.g. principles, standards, ethical codes, strategies, among others). This information is used to pinpoint global trends in 
how this technology is managed, where these programs originate, and whether they include enforcement mechanisms. 

This document is divided into two sections. The first section concentrates on methodology. Here, readers will find our 
eligibility criteria for AI soft law programs, the process to identify and classify them, and a description of this project’s 
limitations. The second section compiles our results. It contains a description of the most interesting findings divided into 
seven sub-sections that discuss everything from a program’s organizational characteristics (e.g. year published or  
geographic jurisdiction) to a dissection of the issues discussed within its text. 

Individuals and organizations interested in the governance of AI will benefit from the publication of this work in several 
ways. Those wanting to create AI soft law programs can examine how organizations have tackled issues of interest and 
learn from different approaches compiled in this project. Through this document and its database, researchers will enjoy 
access to a large sample of programs from which they can infer trends in the governance of this technology. Finally, this 
project can serve as an inspiration to regulators in the development or amendment of soft and hard law aimed at AI’s 
methods and applications.
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Comply with a definition of soft law:  programs in this database are ones who set forth substantive  
expectations that are not directly enforceable by government [6]. Governance tools that fall within this scope 
include: strategies, partnerships, codes of conduct, professional guidelines, among others [6]–[8]. This effort 
explicitly excludes initiatives or programs that are considered hard law, those where a public entity may force an 
individual or organization to perform an act via the threat of a penalty or punishment.

1.

1	 Methodology

This section details the steps taken by our team to identify, screen, and classify AI soft law programs. The methodology 
was heavily inspired by prior research aimed at characterizing the state of AI governance [1], [2]. It begins with a  
description of our multi-pronged strategy to identify a list of candidate programs. The second section details the  
screening of programs and our approach to classifying them with up to 107 variables and themes. The last section  
cautions readers on this project’s limitations. Although precautions were taken to guarantee the database’s reliability,  
we realize that areas of opportunity will be found within our methodology.

1.1	 Identification
Inspired by and mirroring the work of Jobin et al.[2], this study performed a scoping review to identify the characteristics 
and trends of AI soft law programs at a global scale [3]–[5]. Scoping reviews are a particularly effective means of  
gathering information in areas where evidence on a subject is nascent or emerging [3]. One factor complicating this  
type of research is the heterogeneity in the creation and distribution of soft law programs. Any organization can create 
them without having to comply with paradigms as to how they are promulgated, published, or broadcast to the world. 
Therefore, there is no centralized repository or systematic means of classifying them. To overcome this challenge, we 
established a three-pronged eligibility criteria to identify AI programs dedicated to soft law:

Emphasis on the governance or management of AI:  Considerable debate exists on how to define AI [9], 
[10]. In determining the soft law programs to include in this database, the research team was instructed to 
add any program directed at an AI technology, regardless of how its author characterized or defined it. This 
includes soft law programs created to govern AI applications (e.g. facial recognition and autonomous vehicles) 
or methods (machine learning and neural networks).

2.

Temporal restriction:  Our research team limited the inclusion of programs to those in development or  
published by December 31st, 2019. Considering the constantly evolving AI governance space, our team 
wanted to focus on published initiatives.

3.

Once the eligibility criteria were established, programs were detected through three parallel identification strategies: 
linkhubs, keyword searches, and citation chaining. The intention of this multi-pronged approach was to maximize the 
number of relevant AI soft law programs within this study.

1.1.1	 Linkhubs
Linkhubs are resources that compile potentially relevant soft law programs. Our team began evaluating a small number  
of well-known sources related to the governance of AI (such as [1], [2], [11]–[13]). As our search progressed, the  
research team added more resources to the list. Eventually, 84 linkhubs were evaluated (see Appendix 1). They range 
from databases created by multilateral organizations, governments, non-profits, independent researchers that utilized 
crowdsourcing, popular media, and academic publications.
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1.1.2	 Keyword searches
Our team developed and implemented a keyword search protocol. It consisted of combing through the first ten pages 
of a private-browsing session of a search engine (Google) using three levels of terms [1]. Our intent in creating this 
segmentation was to broaden our reach into the grey literature in order to detect an assortment of programs. The first 
level of keywords depict types of soft law found in the literature [6]. The second level of keywords consists of themes, 
applications, and methods of AI generated through a brainstorm session performed by the research team. The last level 
indicates the technology of interest, AI. Overall, the team performed 370 searches (all of the keywords can be found in 
Appendix 2). 

1.1.3	 Citation chaining
The text and references within every screened-in program were vetted by at least one team member for mention of  
other programs. This was done in an effort to identify additional soft law programs that complied with the project’s  
inclusion criteria.

1.2	 Screening and classification
The output of the identification tasks led to the compilation of 1,599 candidate soft law programs. With this information 
in hand, the next step was to validate and classify them. The research team took a second look at each program to verify 
their compliance with the inclusion criteria. If they complied, the final step would be to extract information (see Figure 1 or 
a more detailed version of this figure is located in Appendix 3).

Figure 1 - Screening of Soft Law Programs
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(n = 1,599)
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(n = 965)
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(n = 634)
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1.2.1	 Screening
Once identified, candidate programs were subject to an additional layer of scrutiny. A team member, who was not  
originally charged with locating a program, verified its compliance to the project’s inclusion criteria. If it did not meet the 
three requirements, it was excluded from the database. This led to the elimination of about 60% of programs.

Programs were eliminated from the database for one of six reasons (see Table 1). About 600 programs are articles in 
the popular or academic press that did not include a soft law element [14]–[16] or could not be placed under any soft 
law category [17], [18]. Another 121 programs passed the threshold of classifying as soft law, but were either not  
related to AI [19], [20] or published in 2020 [21], [22]. The final two categories are composed of documents classified 
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Justification for Exclusion

Total 965

# of programs

367 
 

226 
 

171

80

68

53

Article (popular press or academic) without a soft law component

Document without a soft law component 

Non-profit providing unrequited recommendations

Private sector providing unrequited recommendations

Not related to artificial intelligence

Mechanism is potentially relevant, but was published in 2020

Table 1 – Reasons for Excluding Programs

1.2.2	 Classification
One of the project’s objectives is to detect trends in how organizations employ soft law in the management or governance 
of AI. To accomplish this, the core research team consulted similar efforts [1], [2] and brainstormed on what information 
could be extracted from these programs. This led to the differentiation between two types of data: variables and themes. 
Variables provide information on how a program is organized, functions, and its general characteristics. While themes 
communicate the subject matter discussed within its text. Overall, our project classified each program with up to 107 
variables or themes (see Table 2).

Table 2 – Classification of Programs

Total 107

Variables 

Themes
 
     Sub-themes

14 
 

15 
 

78

The variables and themes in this analysis were developed via a pilot exercise with 35 randomly-selected screened-in 
programs. Each program was assigned to two individuals and their task was to examine the type of information that 
could be extracted. The pilot resulted in the creation of 14 variables and 15 themes. 

Variables were generated through a consensus-driven process. They provide detailed information on how a program 
functions, its jurisdiction, and who participates in it. Themes were inspired by the work of Fjeld et al. [1]. In this sense, 
team members were asked to partake in a pile-sorting exercise [2]. Pile sorting is a process meant to elicit common  
attributes of information by bundling it into piles and discussing their shared characteristics until an agreement is 
reached. In this project, team members were asked to generate labels that described the text within a program.  
Subsequently, these labels where discussed and merged into groups until a consensus of a general taxonomy of  

as recommendations, except that they did not create substantive expectations of action on any stakeholder. For instance, 
171 documents were authored by non-profits that targeted recommendations to parties with whom there was no  
apparent relationship [23], [24]. Similarly, entities in the private sector published 80 documents selling their services  
(e.g. consulting firms) or directing recommendations to audiences of potential consumers and the public [25]–[27].
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themes was reached. To operationalize this process, one individual was tasked with classifying the text of a program, 
while a second validated their work (see Appendix 4 for the inventory of variables and themes).

When the classification of the 634 programs concluded, a second pile-sorting exercise was performed to generate  
sub-themes. In this exercise, two individuals generated labels pertaining to a representative sample of 20% or at least  
20 excerpts from each of the 15 themes. This information was used in a session where three team members met  
virtually to pile-sort the labels. The outcome was the creation of 78 sub-themes. Subsequently, one project team  
member was assigned to label a theme’s text into its respective sub-themes.

1.3	 Limitations
Our results have limitations and opportunities for improvement that need to be recognized. First, our search concentrated 
on media written in the English language. Thus, there is an explicit bias against programs that are not originally written in 
that language or have not been translated. Although we have undoubtedly missed important documents, our efforts to 
increase the diversity of programs included the use of free online translation tools (Google Translate) for non-English AI 
soft law programs found through our identification protocol.

Second, programs were identified, labeled, and reviewed by several individuals. Despite this, there is little doubt that 
important soft law programs or their characteristics could have been misunderstood, leading to mislabeling or erroneous 
exclusion from our analysis.

Third, the universe of soft law programs is rapidly expanding. As seen in this report, 42% of soft law examples in our  
sample were created in 2019. Despite the effects of Covid-19, we would not be surprised if 2020 represented an  
important year in the development of new soft law programs related to AI. Unfortunately, our research effort is a mere 
snapshot of AI Governance until 2019. In excluding programs created in 2020 and beyond, we have limited our  
perspective into the governance ecosystem of this technology.

In an effort to minimize the limitations mentioned above, this project validated each program’s information several times. 
Figure 2 is an illustration of the steps taken to analyze our data, each box represents an individual pair of eyes. In the 
shortest case scenario, three individuals confirmed the exclusion of a program. Conversely, between five and six  
individuals evaluated the characteristics of every screened-in program. Although we know that this procedure is  
not infallible, our efforts were geared towards maximizing the reliability of information presented to our community  
of stakeholders.

Identification of
candidate
program

Excluded due to
inclusion criteria

Verification of
exclusion

Incorrectly
excluded

Included due to
inclusion criteria

Initial
classification

Validation of
classification

Sub–theme
classification

Figure 2 - Procedure to Validate a Soft Law Program
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2	 Results
This project’s methodology generated a database of 634 soft law programs coded with up to 107 variables or themes. 
The insights uncovered through the analysis of this data is divided into seven sections:

Year of publication:  despite finding a 20-year range of programs governing AI through soft law, its usage  
is a relatively recent phenomenon since over 90% of programs in our sample were published between  
2016-2019. 

2.1.

Geography:  higher income countries dominate the generation of soft law, with a large concentration coming 
from the US and Europe.

2.2.

Influence:  the vast majority of programs are created to influence the organization that created them and 
external stakeholders.

2.3.

Type of program:  about 79% of programs are classified either as principles, recommendations, or strategies. 2.4.

Stakeholders:  by organizing stakeholders into governance triangles we found that government entities led 
the highest number of programs (~36%).

2.5.

Enforcement:  only 30% of programs publicly mention an enforcement or implementation mechanisms.2.6.

Themes:  we identified 15 themes and 78 sub-themes in the soft law governance of AI. The most prevalent 
theme was education – displacement of labor (identified in 815 excerpts) and the sub-theme was “general 
transparency” (present in ~43% of programs).

2.7.

2.1	 Year of publication
Publication dates for the programs in the database span 20-years between 2001 and 2019. The earliest example  
of AI soft law is a standard developed by a Chinese entity in 2001 titled “Artificial Intelligence--Basic Concepts and  
Expert System.” As shown in Table 3, this program did not immediately catalyze a barrage of similar efforts. Instead,  
the development of programs between 2001 and 2014 was limited to 20 specimens representing 3.5% of the  
database’s total.

9 |   Soft Law for the Governance of AI

Table 3 - Year of Program Publication

# of appearancesYear % of database

42.43%

30.28%

14.35%

4.10%

3.47%

3.15%

2.21%

2019

2018

2017

2016

2015

2014 and before

Year not available

269

192

91

26

22

20

14

Similar to trends uncovered in scholarly efforts devoted to analyzing the governance of AI, the creation of soft law for this 
technology is a recent phenomenon [2]. This is underscored by the finding that 91% of programs in our sample were 
published between 2016-2019. Interestingly, the publication of a program is a lagging indicator of the work performed 
by organizations. In other words, the impetus for managing AI methods and applications could be attributed to work that 
began several years prior to this timeline,  such as between 2014 and 2017.
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2.2	 Geography
Programs in the database represent 64 unique geographic areas. In reviewing the World Bank’s classification for the 
regions and wealth of countries in this list, a concentration is detected in terms of the type of nation(s) interested in  
dedicating resources to the creation of AI soft law programs [28]. Out of the 64 locations, 70% of these countries are 
either in Europe and Central Asia or East Asia and Pacific, and 80% are considered high-income (see Table 4).

Table 4 - Location and Income of Countries in the Database

Further information was found in the two types of geographic relationships examined in the database (see Table 5). 
Country of origin describes the location where a soft law program was created, while jurisdiction represents its  
intended geographical area of application (“jurisdiction”). The U.S. is an important influence in this database as it is  
home to a large proportion of technology-based organizations that develop AI products and services, ~45% of which 
operate internationally. Compared to the US, countries such as  Canada and China appear to have a mostly insular 
scope of geographic influence.

Note: Categories in this table are taken from the World Bank [28]

Region

Total 64

# of countries

35

11

5

4

3

3

2

1

Europe and Central Asia

East Asia and Pacific

Latin America and the Caribbean

Combination

North America

Middle East and North Africa 

Sub-Saharan Africa 

South Asia 

Total 64

# of countries

51 

6 

4 

3

High Income

Upper Middle Income

Combination

Lower Middle Income

Soft Law for the Governance of AI   | 10

Table 5 - Origin and Jurisdiction of Soft Law Programs

# of appearancesCountry of Origin % of database

25.71%

16.56%

11.04%

8.20%

4.10%

3.31%

2.84%

2.84%

2.21%

2.05%

USA

International

Europe

UK

Germany

Canada

Japan

China

Netherlands

France

163 

105 

70

52

26

21

18

18

14

13

# of appearancesJurisdiction % of database

39.43%

13.88%

10.73%

5.52%

2.68%

2.52%

2.21%

1.89%

1.42%

1.42%

International

USA

Europe

UK

Canada

China

Germany

Australia

Singapore

Netherlands

250

88

68

35

17

16

14

12

9

9
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2.3	 Influence
In terms of organizational influence, programs are designed with one of two motivations. They are created solely to  
have an internal impact on the entity that adopted them or they are developed to affect both internal and external  
stakeholders. Based on our analysis, the vast majority (~82%) follow the latter pattern.

In these cases, parties develop their programs to inspire, encourage, and guide others through their work. This is the 
case of the AI principles developed by the OECD [29], all instruments developed by standards setting organizations, 
and government programs meant to encourage investment or participation in a particular sector [30], [31].  Conversely, 
~18% of programs were conceived to be completely insular. This means that they are intended to be applicable only 
within the organization that created them. This is the case for Google’s AI principles [32] and Deutsche Telekom’s 
guidelines for implementing AI [33].

2.4	 Type of program
The taxonomy of soft law programs was inspired by scholarship that examined its diversity [6]–[8]. Not all programs are 
created equally and, in this project, they were divided into seven categories (see Table 6). We find that the vast majority 
(~79%) are either principles or recommendations and strategies. In addition, we compiled one of the largest lists of 
principles related to the governance of AI applications and methods available in the contemporary literature.

Table 6 - Type of Soft Law Mechanism

# %

54.26%
24.92%
9.46%
3.63%
3.31%
2.52%
1.89%

Recommendations and Strategies
Principles
Standards
Professional Guidelines or Codes of Conduct
Partnerships
Certification or Voluntary Program
Voluntary Moratorium or Ban

344
158
60
23
21
16
12

Total 634 100.00%

11 |   Soft Law for the Governance of AI

2.4.1	 Recommendations and strategies
This category contains two types of programs that comprise over half of the database (344 programs representing 
54% of the sample). Strategies are roadmaps that highlight the direction an entity wishes to or should pursue.  
Meanwhile, recommendations were found in the form of suggestions, proposals, or evidence-based actions meant  
to improve an organization’s status quo. Our team combined these programs because they tended to overlap.

The vast majority of recommendations and strategies are developed in-house by the entities that intend to adhere to 
them. However, the database incorporated a limited number of recommendations created by third-parties. To qualify,  
a substantive expectation of compliance needed to exist between organizations. For example, governments published  
AI specific strategies detailing plans to improve a country’s AI competitiveness in research and development,  
transportation technologies, education, ethics, and other issue [34]–[36]. Many did so by forming multi-stakeholder 
alliances with non-profit institutions and/or the private sector (Gov-Np and Gov-Ps) [30], [37], [38]. Excluded from this 
category were programs generated by non-profits or private sector entities directed at institutions with whom they had 
no links to (pecuniary or non-pecuniary).
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2.4.2	 Principles
As broad statements that serve as high-level norms, principles have been the focus of important efforts aimed at  
implementing the soft law governance of AI [1], [2]. This database offers one of the largest known compilations of these 
programs containing 158 examples [39]–[41]. In contrast to the overall trend seen in Figure 1 (see section 2.5), most 
of the entities responsible for developing principles are in the private sector, followed by government with ~31% and 
~28%, respectively. Interestingly, this research effort uncovered that, despite their high-level nature, a quarter of  
principles (38) incorporate or mention enforcement mechanisms (see section 2.6).

2.4.3	 Standards
Any program developed by a standard-setting organization (SSOs) that addresses the technical needs of a field is  
within the scope of this category. As seen in Table 7, 12 organizations were responsible for the 60 standards in the  
database. As is customary with SSO’s, virtually all programs are influenced  by the multi-stakeholder input of  
governments, non-profits, and the private sector. In addition, their enforcement relies on employing an external entity 
whose job it is to verify compliance with the terms of a standard.

Table 7 - Organizations Responsible for Publishing Standards

# of standards

27

16

4

4

2

1

1

1

1

1

1

1

International Organization for Standardization  

Institute of Electrical and Electronics Engineers 

European Telecommunications Standards Institute 

German Institute for Standardization 

World Forum for Harmonization of Vehicle Regulations                 

American Society for Testing and Materials International 

British Standards Institute 

International Electrotechnical Commission 

International Telecommunication Union  

Society of Automotive Engineers 

Standards Council of Canada 

Standards Press of China 

Institution

Soft Law for the Governance of AI   | 12

2.4.4	 Professional guidelines or codes of conduct
These programs describe behavior expectations applicable to individuals that work with AI applications or methods. 
They represent less than ~4% of the instruments in the database and are developed by a range of organizations  
including: professional associations who define the base level behavior expected from their members [42]–[44],  
industry associations who agglomerate private sector firms [45], and individual firms [46], [47]. 
 
2.4.5	 Partnerships
A partnership is an initiative in which two or more entities collaborate to advance an agenda. Corresponding to ~3% of 
the database, these alliances are opportunities to advocate for an issue or generate synergies between stakeholders. 
The database bears witness to various flavors of these programs. Governments and the private sector may join to tackle 
a framework for responsible AI [48], governments cooperate to study alternatives for the technology’s governance [49], 
and the private sector can work with a non-profit to advocate for ethical data governance [50].
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2.4.6	 Certification or voluntary programs
This soft law category includes two types of programs that represent ~2.5% of the sample. A certification is akin  
to a market signal, in the form of a “seal of approval” or statement, that indicates compliance to a set of pre-defined  
characteristics. Certifications exist for a number of issues including a commitment to minimizing the “abuse of facial 
analysis technology” [51] and the accountability of robotic products [52]. Excluded from this category are any programs 
related to educational certifications.

A voluntary program is a government initiative that invites non-government entities (private sector and non-profits) to 
comply with a non-binding set of actions or guidelines. Few of these where identified in this research effort. Among 
them, the government of Finland developed a program challenging local businesses to consider the ethical ramifications 
of their AI-based products [53].

2.4.7	 Voluntary moratorium or ban
Moratoriums and bans are characterized by a call of action to avoid or cease the usage of an AI application or method. 
Generally, they target technologies that cause harm or negatively affect individuals. Only 12 of these programs were 
found in the sample. Ten focus on autonomous weapon systems [54]–[56] and the other two target AI-powered toys 
[57] and deepfake images [58].

2.5	 Role of stakeholders
Our analysis of stakeholders is based on the work of Abbott and Snidal, who created a heuristic device illustrating the 
distribution of stakeholders in a particular sector called the “governance triangle” [59], [60]. Through it, we observe three 
types of actors that led the creation or implementation of soft law programs (government, non-profits, and the private 
sector). The corners of the triangle contain unilateral relationships indicating that one organization leads a program. 
These are connected to bilateral relationships whose main attribute is the inclusion of two actors who join forces in a 
program’s leadership. Lastly, the center of the triangle contains a category that combines all three actors.

13 |   Soft Law for the Governance of AI

Figure 3 is a representation of the governance triangle for programs in this database. What stands out is the  
preponderance of government as the generator of AI soft law with ~36% of all programs being principally led by a  
public authority. This is followed by multi-stakeholder initiatives (~21%) and non-profits with private sector alliances 
(~12%). One of the interesting dynamics in the database are the differences in the distribution of stakeholders in the  
top three positions in the country of origin category: the U.S., international, and Europe (see Table 8 below).

Figure 3 – Governance Triangle for Entities that Led Soft Law AI Programs
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In the U.S., stakeholders enacting AI soft law are distributed among many groups, with the private sector and non-profits 
sharing their participation in the leadership with government institutions. A hypothesis to explain this phenomenon is that 
many of the leading firms in the sector come from the U.S. and, because of their global influence, they have taken an 
active role in the development of soft law. A different perspective emphasizes the reluctance of government entities in 
this country from participating in the management of AI, hence its parity with other sectors.

Europe exhibits a picture unlike that of the U.S. Here, the government and its various alliances dominate the distribution 
of stakeholders with an 81% share, while the private sector by itself is marginally present with a 1.43% stake.  
Opposite to the U.S., European governments are known for adopting a proactive position in the governance of  
technologies, historically exhibiting a precautionary principle approach.

Furthermore, it can be argued that a smaller proportion of leading AI firms are based in Europe, which may explain the 
lower levels of penetration by this sector.

Finally, and far from surprising, the international front is led by multi-stakeholder efforts. Over half of programs are  
represented by all three sectors: government, the private sector and non-profits (e.g. standard-setting organizations,  
professional associations, among others). This is marginally followed by government, mainly in the form of multilateral 
initiatives.

2.5.1	 Government
An entity representing one of the three branches (judicial, legislative, or executive) of a public authority at any level (local, 
state, or national) is denominated as government in this database. Despite a definition of soft law that excludes the direct 
enforcement of government power, this type of organization unilaterally generated the highest proportion of programs in 
the database (~36%) through the enactment of non-binding instruments. If alliances with other types of organizations 
are counted, government is present in ~67% of our sample.

To better understanding this dynamic, our team identified the level of government authority within all programs. As seen 
in Table 9, national and multilateral authorities are the most represented organizations in the leadership of soft law  
programs. In fact, over 78% of qualifying recommendations and strategies originate with government or one of its  
alliances, most of which were authored by national or multilateral authorities. This finding contradicts the popular narrative 
that soft law is simply industry self-regulation.

Table 8 – Stakeholders for Top Three Countries/Regions of Origin

USA

23.93%
23.31%
21.47%
12.27%
9.20%
9.20%
0.61%

Gov
Ps
Np, Ps
Np
Gov, Np, Ps
Gov, Np
Gov, Ps

International

50.48%
24.76%
10.48%
7.62%
3.81%
1.90%
0.95%

Gov, Np, Ps
Gov
Np, Ps
Np
Gov, Ps
Gov, Np
Ps

Europe

51.43%
17.14%
12.86%
11.43%
5.71%
1.43%

0%

Gov
Gov, Np, Ps
Gov, Np
Np, Ps
Np
Ps
Gov, Ps
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2.5.2	 Non-profit
Non-profits are organizations that do not distribute earnings amongst parties or officially represent a jurisdiction.  
Programs led solely by these entities correspond to ~9% of the database, a third originate from the U.S., and ~88%  
are created with the purpose of influencing external parties. Over two thirds of non-profit programs are either  
recommendations and strategies, which come in varieties such as institutional action plans [61], multi-stakeholder  
alliances [62], and principles [63], [64]. Interestingly, virtually all moratoriums or bans were promulgated by non-profits. 
Ten are related to autonomous weapon systems [54]–[56] and one to AI-powered toys [57].

2.5.3	 Private sector
Approximately 11% of the database is composed of programs created solely by private sector organizations, half of 
which originate in the U.S. Firms had a strong preference for producing principles (~69%) and restricting their influence 
towards internal processes (63%) [65]–[68]. Creating these programs provide organizations, especially large  
technology conglomerates with unique advantages. The creation of broad statements for the governance of AI is a 
relatively straightforward step that allows executive teams to broadcast their intentions with the technology to internal 
and external stakeholders. In addition, they can do so without necessarily having to develop and implement enforcement 
mechanisms that alter the organization’s operation.

Alternatively, private sector firms can choose to outsource the communication of their position with respect to AI by 
harnessing a special type of relationship classified in this research effort as alliances between non-profits and the private 
sector. Representing ~12% of the database, a large proportion of programs led by Np-Ps can be described as industry 
groups with significant ties to the private sector [69], [70] or professional associations that agglomerate and represent 
the views of industry professionals [71], [72]. 

2.5.4	 All sector alliance
Alliances between all sectors are the second most prevalent type of relationship, found in ~21% of the database. A 
large proportion (~45%) are standard setting organizations, who rely on representatives from all sectors of the economy 
to create technical specifications for a field. The second most popular alliance is spearheaded by governments who, in 
an effort to create inclusive AI strategies, invite non-profit and private sector representatives to co-author regional,  
national, and sectoral strategies [73]–[75].

Table 9 - Level of Government Involvement

# %

38.01%

34.54%

14.04%

9.46%

2.68%

1.26%

National

No Government Involvement

Multilateral

Multilevel

State

Local

241

219

89

60

17

8

Total 634 100.00%
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2.5.5	 Participants
Along with identifying the entities that represent a program’s leadership, our research group distinguished organizations 
charged with a secondary role. Denominated as participants, they are characterized by their contributions in opining, 
discussing, or participating in a program’s development. Figure 4 contains the distribution of stakeholders, which is  
limited to a quarter of the database (27%) since only that proportion of programs publicly indicated such roles. The  
largest group is represented by multi-stakeholder initiatives (~12%) such as government strategies [76].

Figure 4 - Governance Triangle for Entities that Participated in Soft Law AI Programs
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Figure 3 identifies stakeholders who had a secondary rather than primary role in developing AI soft law programs (when such 
information was publicly available).

2.6	 Enforcement
In the pursuit of managing the consequences of AI, institutions throughout the world have created a range of soft law 
programs (e.g. principles, guidelines, strategies), many of which lack enforcement or implementation mechanisms.  
In fact, oft cited in discussions of soft law is its main weakness, its voluntary nature. In other words, all soft law programs 
rely on the alignment of incentives for implementation to take place, rather than the threat of direct enforcement. The  
literature on the subject offers insights into the menu of options available to facilitate this alignment [7], [77]. However, 
scant attention has been dedicated to documenting the trends in their overall existence or use in existing AI soft  
law programs. 

This section addresses this research gap by identifying the organizational mechanisms, if present in a given soft law 
measure, that catalyze compliance, improve enforcement, or are used to plan for the implementation of soft law  
programs directed at AI. Further, it examines their characteristics and proposes a classification consisting of four  
categories: internal vs. external and levers vs. roles (see Table 10). 
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Table 10 - Characteristics of Enforcement Mechanisms in AI Soft Law Programs

Training of employees
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Commitments
Indicators
Allocating a budget

Champions
Units
Committees

Internal External

Levers

Roles

Third-party verification
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Committees
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Internal mechanisms are those whose operation depend on resources available within an organization. Naturally, external 
mechanisms are the opposite. They invite the participation of independent third parties to play a role in overseeing the 
implementation of a program. Within external and internal mechanisms, we identified levers. Levers represent the toolkit 
of actions or mechanisms that an organization can employ to implement or enforce a program. Its counterpart is  
characterized as roles. It describes how individuals, the most important resource of any organization, are arranged to 
execute the toolkit of levers.

This section is divided into four parts that analyze the mechanisms within the quadrants of Table 10. Readers will find 
that the voluntary nature of soft law need not, and often does not, represent an obstacle for a program’s enforcement. 
Stakeholders within the database harness the diverse menu of levers and roles to transition their soft law program from 
an idea to actionable AI governance.

2.6.1	 Internal levers
The organizational toolkit available to implement or enforce soft law programs are denominated levers. One way to  
distinguish the five mechanisms listed in this quadrant is by their objective. The first three are designed to improve or 
guarantee the operation of a program through educational initiatives that inform or train employees, generate  
procedures to guide their actions, or allocate a budget to make a program’s operation possible. The latter two are 
centered on goal-setting activities that motivate action such as making public commitments or creating indicators to 
measure the success of activities.

2.6.1.1	Educating the workforce
Educational programs are a means to instill new norms or ideas to an organization’s workforce. In the database, we 
found that these mechanisms were an opportunity to shape how employees interacted with a soft law program.

Specifically, some training initiatives were designed to introduce staff to an employer’s approach for responsibly dealing 
with AI (explaining its principles or guidelines) [33], [78]. Others were directed at assisting employees in recognizing the 
intersection of AI and ethics, explain how to ethically develop products and applications using this technology, or build 
an understanding of the professional ethics expected in the field [33], [39], [78]–[80]. Mechanisms were also tailored to 
explain the negative effects of AI and instruct individuals on, for example, the actions they could take to “address  
potential human rights risks associated” with this technology [67].

Although most education-focused levers were generically described as trainings or workshops, one organization  
complemented these efforts by testing the creation of an “internal ethics certification” [81]. Its role within the firm was to 
generate an internal compliance tool that verified if staff with responsibilities directly associated to AI understood a firm’s 
AI ethics guidelines.

2.6.1.2	Creation of procedures
Once a soft law program is created, organizations may seek to enforce it by altering how their employees or  
representatives perform their duties through the creation and implementation of internal procedures. A wide scope  
of these type of levers was found in the database. For instance, firms created guidelines that allow employees to  
subjectively assess issues related to AI. This was the case in a firm who directed managers to evaluate the design of 
their AI products with an online questionnaire geared towards uncovering “potential human rights risks associated with 
the use of [AI]” [67].

Organizations also integrated soft law by developing procedures that employees are required to enforce (e.g. guidelines, 
review processes, daily meetings, testing procedures, among others) [39], [80], [82]. In one company, guidelines “must 
be followed by all officers and employees […] when utilizing AI and/or conducting AI-related R&D” [66]. In another,
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employees involved with the development and testing of AI applications were instructed to implement a review process, 
given the power to flag concerns and, if these were escalated, could ultimately halt the firm’s work in testing an AI-based 
technology that was determined to be problematic [82]. 
 
2.6.1.3	Allocating a budget
Assigning resources to a soft law program is one of the strongest commitments an entity can make to guarantee its  
enforcement. The availability of a budget increases the likelihood that a set of tasks or actions will be implemented  
because the organization’s management has deemed it enough of a priority to devote resources to it. 
 
We found that such resources were allocated to two types of initiatives. First, governments assigned budgets for the  
implementation of their AI strategies. For one European government, this meant setting aside €20 million to “create 
a good basis for the development of automated driving” [83]. A North American counterpart bequeathed a fund of 
CA$125 million to a research institution to “develop and lead” its AI strategy [84].
 
Secondly, we observed that resources were assigned to fund research initiatives and partnerships. These investments 
were made as one-off’s, such as the apportionment for a multi-government research alliance [85], or on an annual 
basis, as was the case for the €2 million pledged by the Indian and French government for “basic and applied research 
projects, scholarships for training and research, exchange of experts and research projects, and awareness-raising 
measures” [86]. 
 
In terms of partnership, we uncovered programs that involve a variety of stakeholders contributing funding. For instance, 
the state of Karnataka in India partnered with a trade association to fund a Centre of Excellence for data science and 
AI, two German research institutes joined forces to create an AI center with the support of several levels of government, 
and Bank of America associated itself with Harvard University to support AI research [87]–[89].

2.6.1.4	Commitments
Publicly committing to a course of action is a signal to society that generates expectations about an organization’s future 
actions. This section found a limited number of entities that make such promises to stakeholders. Although these  
commitments do not necessarily provide explicit detail on their enforcement, they can publicly bind the organization  
to act. In this regard, one firm asserted that their AI principles would “actively govern our research and product  
development and will impact our business decisions” [68]. Another stated that “all products and services are  
implemented and utilized by […] employees, customers and partners” to “prevent and address human rights issues 
arising from AI utilization” [90]. 

General Electric signaled stakeholders about a variety of commitments related to their AI efforts [91]. The first  
commitment was to strive for diversity in their data science teams and to procure databases that reflected the  
population under analysis. The second commitment targeted the transparency of how their systems use data in their 
decision-making process. Finally, the last commitment is to work with stakeholders to ensure that the firm does “AI right 
– practically, methodically and for the benefit, safety and privacy of the patient” [91].

Signaling is not restricted to the private sector, as governments and multilateral organizations alike employ it. In one 
government strategy, we found that the agency implementing a soft law program committed to self-assess their goals 
based on advances in AI’s state of the art [92]. Lastly, officials representing national governments in a multilateral pact 
agreed to annually review the “appropriate measures in order to adequately react to the emerging evolution of Al” [93].
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2.6.1.5	Indicators
Indicators are akin to goal posts. Setting them allows an organization to evaluate its progress in achieving objectives  
and evaluate if taking further action is merited. Few examples of indicators as forcing mechanisms were found in the 
database. When identified, they were located within government strategies.

One government’s AI strategy committed to create indicators in the near future, but in the meantime promised to  
track how stakeholders reacted to its strategy’s activities [94]. A different government included AI as one of the  
technologies to be used in updating the administration of government. For this purpose, it developed indicators specific 
to the technology including: percentage of ministry families that use AI for service delivery or policy making with the goal 
of “all ministry families to have at least one AI project” [95]. Another government, whose strategy was completely  
devoted to AI, assigned performance indicators to each of its objectives [92]. It incentivized staff to achieve them by 
making their results a factor in determining future budget allocations [92]. 
 
2.6.2	 Internal roles
The previously described levers were executed by individuals, groups of employees, or units within an organization. 
These individuals were assigned responsibilities with the purpose of steering, advising, or implementing soft law  
programs. It is self-evident that people are the most important institutional resource for the enforcement of soft law.  
Any program for that matter, including those directed at AI, will not function appropriately unless they are coordinated,  
championed, and pushed forward by individuals. This section examines the role of human resources in the execution of 
AI soft law programs. The analysis encountered three types of internal human resource roles: individual positions (e.g. 
champions), organizing groups of people through units, and the development of employee-led committees.

2.6.2.1	Champions
A champion is an individual who is bestowed the power within an organization to promote, educate, or assess issues 
related to an AI program. As expected, the power and responsibilities given to people in this role are wide-ranging. One 
government proposed the creation of an ombudsman to monitor the ethical practices of entities handling biometric 
technologies and how their associated data are utilized [96]. Another government created organizational archetypes (i.e. 
Chief Digital Strategy Officers and Chief Information Officers) to complement each other with the implementation of AI 
initiatives throughout the public sector [95].

In the private sector, AI champions have been assigned to assess how engineers understand ethics and transparency 
or identify if an AI-based product could produce a negative effect on the firm or society [67], [81]. Champions have also 
been given compliance responsibilities. One organization assigned two high level officers to evaluate high-risk products 
and determine if they satisfied an entity’s AI privacy and decision-making standards [97].

2.6.2.2	Units
The creation of a unit within an organization represents a concerted effort to formalize the attainment of an objective 
through a permanent internal structure. We found one example of an organization with a unit dedicated to the  
enforcement of AI-related programs. Specifically, Microsoft’s “Office of Responsible AI” is tasked with “setting the  
company-wide rules for enacting responsible AI,” “defining roles and responsibilities for teams involved in this effort,”  
and engaging with external efforts to shape soft law approaches to AI [40].

2.6.2.3	Committees
Internal committees or taskforces are entities whose composition includes representatives from within an organization 
(e.g. employees from executive management, engineering, human resources, legal, and product departments) [40], 
[98]–[100]. The role they perform varies by entity. In most cases, internal committees actively address the relationship 
between an organization’s AI methods and applications with its consequences. This can be in the form of overseeing
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AI-related processes, convening working groups, confirming that a firm’s outcomes comply with AI commitments and 
soft law programs, or updating these programs when necessary [40], [78], [99], [101], [102]. In other models,  
committees are given a mandate to engage with relevant stakeholders from within and without the firm to generate  
and maintain appropriate feedback on the company’s AI performance [100].

2.6.2.4	Interaction between governance levels
Few organizations publicly describe the relationship between different levels of their AI governance structure in detail. 
The ones that do, provide insights into the checks and balances in their implementation of soft law programs. In this  
database, the only organizations that provided this level of detail were Microsoft and Telefonica.

Microsoft built a structure in which its AI unit (Office of Responsible AI) and its internally-led committee (Aether)  
complement each other’s role [40]. In their own words, these bodies “work closely with our responsible AI advocates 
and teams to uphold Microsoft responsible AI principles in their day-to-day work” [40].

Telefonica developed a multi-tiered model. In it, a product manager can signal that a method or application of AI may 
have a negative impact on the company to an AI champion [67]. These champions are tasked to solve the problem with 
a manager. If that is not possible, or if it represents a reputational risk for the company, “the matter is elevated to the  
Responsible Business Office which brings together all relevant department directors at [the] global level” [67].

2.6.3	 External levers
Within the organizational toolkits devoted to the enforcement of soft law, we found two levers that invited the participation 
of external entities: third-party verification and the use of leverage to compel the compliance of a target population.

2.6.3.1	Third-party verification
This mechanism entails the participation of an external entity in verifying the compliance to a set of guidelines. Standards, 
labels, and certifications are variations of programs that utilize third-party verification. In these cases, an independent entity 
is sought to reassure stakeholders on an entity’s compliance with desirable guidelines. On the other hand, professional 
organizations depend on their members, individuals affiliated with them, but employed by other entities, to enforce their 
codes of conduct.

2.6.3.1.1 Standards
The purpose of standard setting organizations is to generate technical norms directed at the needs of the field’s  
stakeholders. Entities interested in subjecting themselves to any of these standards have two choices on their level of  
commitment. In the first level, they can purchase the requirements of a standard and implement it by themselves. In 
choosing to do so, they are solely responsible for adhering to its rules. Which means that external parties have no means 
of verifying if the standard is adequately implemented. 

Alternatively, entities can opt to hire a qualified third party to certify that the organization conforms to a standard’s  
requirements. Doing so, represents a forcing mechanism that incentivizes the alignment to a soft law program.  
Successfully following a standard, grants an entity with an endorsement that can be communicated to stakeholders.  
This project found 60 standards related to AI that were in development or currently available. Examples of standards 
titles include: Guide for Verification of Autonomous Systems, Algorithmic Bias Considerations, and the Ethical Design 
and Use of Automated Decision Systems.

2.6.3.1.2  Labels or certifications
Similar to standards, labels or certifications are a signal to the market. However, these mechanisms validate a product  
or process according to a set of parameters developed by an institution with a distinct point of view. Organizations  
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voluntarily chose to subject themselves to these soft law programs to communicate the benefits of their products  
or services. The expectation is that this signal will generate a surplus of confidence in a target population (e.g.  
consumers, suppliers, government, among others). Many of these labels or certifications rely on third parties to verify  
an applicant’s compliance to the requirements of a program. Successful applicants gain the ability to communicate  
that an independent entity has verified their claims, giving consumers more reasons to trust them.

The labels or certifications in our database are managed by non-profits, professional associations, and governments. 
In addition, they can be divided into two categories. The first category includes labels applicable to a wide scope of 
products and services. In one case, a foundation created a quality mark meant to implement the transparency and trust 
principles it believes should be present in all robots [52]. The organization relies on independent auditors to confirm that 
an applicant has adhered to its precepts on a yearly basis. Another is a test program by a professional association that 
offers a series of marks to certify all types of AI-based “products, systems, and services” [103]. Finally, a partnership 
between a non-profit and a government is creating a certification program meant to verify that AI products are  
“technically reliable and ethically acceptable” [104]. This instrument is an ambitious overarching tool that attempts to 
examine a product’s “fairness, transparency, autonomy, control, data protection, safety, security and reliability” [104].
 
The second type of label or certification is specifically targeted at a particular application of AI. An example is the  
Safe Face Pledge mark meant for facial recognition technology. It requires participants to modify all internal procedures  
to comply with the values promoted by the creator of the label [51]. A different case is a collaboration between  
government, firms, and non-profits who are in the process of developing a certification for driving algorithms in Germany. 
This project aims to have firms upload their intellectual property into the system so it may analyze and “ensure their  
decisions are always favourable to the safety of the traffic around them” [105]. Lastly, a non-profit has created a seal 
tailored for the toy industry. It is designed to protect the rights of under-age individuals whose data and development is 
at risk from AI-enabled toys that could be used to exploit these vulnerable members of society [106]. The main target 
of this mark are parents who want their children to be safe from firms that could use the information they obtain from 
minors in a predatory manner.

2.6.3.1.3  Professional associations
Professional associations agglomerate individuals from throughout the world to share experiences, debate major issues 
in their field, and set standards of conduct. In our search for soft law programs, individuals that form part of major global 
and regional associations related to AI require that their members report ethics code violations [107]–[109]. In some 
cases, not doing so constitutes itself a violation. In this sense, compliance to this particular brand of soft law depends on 
third-party cooperation for its success.

2.6.3.2	Leverage
There are organizations who utilize their economic influence on others as leverage to compel adherence to soft law 
programs. In this analysis, we observed that two stakeholder groups were targeted: customers and suppliers. 

One organization, a telecommunications firm, requested the compliance to its soft law program. Despite no mention  
of a binding mechanism, its documentation states that their AI ethical principles “must be observed by…business  
partners and suppliers” [110]. In contrast, firms can guarantee that their influence will affect the behavior of a target  
organization via written agreements. We found an organization that requires all of its customers and partners to adhere 
to its AI-related code of conduct [111]. In fact, if evidence of non-compliance is found, the firm reserves the right to 
terminate its business relationship. A similar commitment is required by a technology company with over 5,000 suppliers 
[97]. Each of them must agree to apply the firm’s standards on cyber security and data processing.
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2.6.4	 External roles
The main conduit for inviting external human resources to participate in the enforcement of mechanisms is committees 
or taskforces. They represent an opportunity to include individuals who differ from their internal counterparts because 
they imbue a distinct perspective to the operation of an organization.

2.6.4.1	Committees
Organizations value the input of outsiders because they provide a viewpoint that is informed by different ideas and  
environments. Inviting these individuals to a board, committee, or taskforce offers a platform to contribute their  
knowledge and perspective. This section identifies how four types of organizations (private sector, government, non- 
profits, and professional associations) chose to harness these contributions to improve the implementation or  
enforcement of their AI-related soft law programs.

2.6.4.1.1  Private sector
Boards or committees (whether they are legally constituted or act in a consultative manner) act in the interests of a  
public firm’s shareholders by supervising the decision-making of its management. These bodies are composed of  
external members and are created specifically to deal with the risks and issues stemming from the integration or  
commercialization of AI. 
 
They also differentiate themselves by their degrees of power. One firm’s board has a role limited to counseling it on 
specific areas of concern such as “diversity and inclusion, algorithmic bias and data security and privacy” [112]. Another 
was motivated to assemble a body to “help guide and advise the company on ethical issues relating to its development 
and deployment” of AI-based products [113]. A significant difference between these two examples is that the latter was 
given the power to veto a firm’s products and services. In fact, this board publicly declined to endorse the use of AI in a 
product, thus preventing its commercialization [114].

2.6.4.1.2  Government
Similar to the private sector, membership in boards or advisory committees employed by public authorities include  
individuals from all segments of society (e.g. representatives from academia, industry, and non-governmental  
organizations). Our search discovered that governments seek boards with external members to oversee and implement 
their AI strategies. This can take the form of providing advice on delimited matters or assigning a multiplicity of tasks 
central to the implementation or enforcement of these soft law programs.

On one end of the spectrum, boards have a circumscript role within the enforcement of AI strategies. They  
concentrate on tasks related to the “analysis and assessment of the ethical aspects of the use and implementation  
of AI”, are charged with thinking about how to implement AI principles, “review [the] impact of technology on  
fundamental rights,” or are asked to keep an eye on national and international AI trends [75], [92], [115]–[117].
 
On the other end, some countries assign these bodies with substantial responsibilities over the implementation or 
enforcement of their AI strategies. Finland’s board has the remit of developing a diagnostic for improving the private 
sector’s role in the AI ecosystem and drawing up an action plan for achieving it [118]. The Estonian government tasked 
its expert group with a similar directive as its Finnish counterpart, with the added responsibility of preparing draft laws 
related to AI and monitor the implementation of its strategy [119].
 
One of the most powerful boards is the one designated in Russia’s AI strategy. Its responsibilities encompass the  
supervision and coordination of all efforts related to the implementation of its soft law AI program. This includes  
formulating the action plan, creating performance indicators, monitoring activities, and serving as the node between 
government and external stakeholders in all matters related to the government’s AI efforts [120].
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2.6.4.1.3  Research organizations and non-profits
A common theme for bodies with external members in research organizations and non-profits is a principal-agent  
relationship. In other words, these boards are constituted to ensure the accountability of the managing team in  
maintaining the entity’s sustainability and reaching the AI-related goals of their soft law programs [41], [52], [61], [94], 
[121], [122]. In one case, an organization tasked its ethics committee with not only overseeing its ethical use of AI, but 
also with the creation of its soft law program [123].

2.6.4.1.4  Professional associations
The membership of professional associations is composed of individuals who practice in a designated field. The soft law 
programs within these organizations appear to be educational in scope. They recruit members, who are generally not 
employed by the association, and ask them to periodically inform other members on any AI-related developments in the 
field or assist in the creation of ad-hoc training programs related to this technology [124], [125].

2.7	 Themes
Every program’s text was classified into 15 themes and further subdivided into 78 sub-themes (see methodology 
section for details on how these divisions were created). Table 11 presents the top five results in both categories. It 
finds that education/displacement of labor is the theme with the highest number of excerpts in the database with 815. 
This means that text related to education/displacement of labor were found 815 times throughout the 634 soft law 
programs. Meanwhile, the sub-theme of general transparency appears in ~43% of programs. Readers of this section 
will find that each theme contains a description of the sub-theme, a table with the percentage of programs  that contain 
each sub-theme, and representative excerpts. The database also contains the prevalence of sub-themes by type of soft 
law program.

2.7.1	 Accountability
Society is gradually bestowing AI-powered systems with autonomy to make decisions affecting individuals in lethal and 
non-lethal ways. In this theme, readers will find language highlighting the continuum of issues related to the bearing of 
responsibility for the unplanned actions and accidents caused by AI systems (see Table 12).

Table 11 - Top Five Themes and Sub-Themes

# of labels

815

805

776

591

506

1   Education – displacement of labor

2   Transparency and explainability

3   Ethics

4   Security

5   Bias

Theme % of database

43.38%

38.33%

38.33%

29.34%

27.92%

1   General transparency

2   General mention of discrimination or bias

3   AI literacy

4   Acting in favor of AI ethics

5   Human control and involvement in AI decision-making

Sub-theme

Table 12 - Accountability Sub-Themes

%

20.50%

14.98%

11.20%

8.52%

Processes to ensure accountability

General mentions of accountability

What entity is ultimately responsible for the actions of AI: organizational responsibility

What entity is ultimately responsible for the actions of AI: human responsibility

Sub-theme
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About 15% of programs make general mention of accountability. They allude to the term, loosely define  
it, or state its importance to the program/society. A further ~21% recognizes the need for measures  
or mechanisms to ensure that accountability is considered. This is done by suggesting the creation  
of committees, the implementation of procedures, or anything in between. They range from general  
indications, such as what the Council of Europe’s Commissioner for Human Rights describes: “member 
 states must establish clear lines of responsibility for human rights violations that may arise at various 
phases of an AI system lifecycle” [126] or as specific as declared by the American Civil Liberties Union 
regarding accountability: “an entity must maintain a system which measures compliance with these  
principles including an audit trail memorializing the collection, use, and sharing of information in a facial 
recognition system” [127].

Some programs take a position as to who is primarily responsible for an AI system’s actions. Around 
11% single out organizations. They discuss the need to establish the type and extent of liability borne by 
firms or declare outright that legal persons should be the entities accountable for AI. This point of view is 
shared by the Association for Computing Machinery: “institutions should be held responsible for decisions 
made by the algorithms that they use, even if it is not feasible to explain in detail how the algorithms  
produce their results” [72].

With an opposing view, ~9% of programs affirm that humans, in the form of individual developers,  
operators, or decision-makers, are ultimately responsible for AI systems: “responsibility for these insights 
falls to humans, who must anticipate how rapidly changing AI models may perform incorrectly or be  
misused and protect against unethical outcomes, ideally before they occur” [128]. In between these  
positions, there is a 3%  segment holding both parties accountable. They either differentiate the types  
of activities to which humans and non-humans are responsible for, assign responsibility to both, or are 
unsure as to which should bear the consequences:

“Legal responsibility should be attributed to a person. The unintended nature of possible damages should not 
automatically exonerate manufacturers, programmers or operators from their liability and responsibility”[129]; and,

•

“Institutions and decision makers that utilize AI technologies must be subject to accountability that goes beyond 
self-regulation”[51].

•

2.7.2	 Artificial general intelligence
Defined as “highly autonomous systems that outperform humans at most economically valuable work”, artificial general 
intelligence (AGI) is the next step in this technology’s evolution [41]. Few programs spotlight AGI, which makes sense 
considering it is thought to be decades away from development. When discussed, ~1.4% of programs express traits 
desirable in such systems (see Table 13). The Chinese Academy of Sciences published a number of principles detailing 
the philosophy that should guide the creation of AI-based conscious beings, including: empathy, altruism, and have a 
sense of how to relate with current and future humans [130]. 

Table 13 - AGI Sub-Themes

%

1.58%

1.42%

Development and governance of AGI 

Goals and traits of AGI

Sub-theme
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About 1.6% of programs discuss how AGI should be developed and managed by decision-makers. This includes the 
research agenda to be prioritized (e.g. “autonomous decomposition of difficult tasks, as well as seeking and synthesizing 
solutions” [120]) or what governance mechanisms ought to be implemented (e.g. “urges the Commission to exclude 
from EU funding companies that are researching and developing artificial consciousness” [131]).

2.7.3	 Bias
AI systems inevitably perpetuate the prejudices inherited in their design or emanating from the underlying data selected 
for their training. Over a third of the soft law in this database recognizes bias or discrimination in a general manner by 
stating the term or emphasizing the importance in avoiding its occurrence.

Table 14 - Bias Sub-Themes

%

38.33%

15.62%

15.46%

10.41%

General mention of discrimination or bias

Mechanisms for entities 

Diversity 

Inclusion

Sub-theme

In tackling this issue, programs take different approaches (see Table 14). In ~15% of cases, diversity is a term that  
represents the creation of a multidisciplinary workforce as a tool to combat the bias of AI systems: “we strive to use 
teams with people from diverse backgrounds to design solutions using artificial intelligence” [132] and “unless we build 
AI using diverse teams, data sets and design, we are at risk of repeating the inequality of previous revolutions” [133]. 

Meanwhile, there are programs that highlight the relevance of including populations that are generally excluded due  
to demographic or health characteristics (~10%): “AI should facilitate the diversity and inclusion of individuals with 
disabilities in the workplace” [134]. Lastly, ~16% of programs address bias by suggesting actionable mechanisms to 
decrease its impact: “a board should be created at EU level to monitor risks of discrimination, bias and exclusion in the 
use of AI systems by any organisation” [135].

2.7.4	 Displacement of labor and education 
The impetus for this theme was to unearth the relationship between the labor market and AI. Closely linked to it are the 
educational and research initiatives highlighting alternatives to ameliorate the overarching effects of this technology on 
population dynamics or to improve its contributions to society. Considering this, the text herein was distributed into three 
groups: labor, education, and research (see Table 15).

Table 15 - Displacement of Labor and Education Sub-Themes

%

38.33%

22.24%

16.25%

15.93%

11.67%

9.78%

6.94%

5.52%

1.89%

Education: AI literacy

Research: research projects generally

Research: link between society and research

Labor markets changes: job loss and avoid job loss

Education: skills / retraining

Education: AI talent

Labor markets changes: AI helping people get jobs or improve their current job

Labor markets changes: solutions to job loss

Education: AI aiding education

Sub-theme
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The first group clusters the perceived consequences of AI on labor. It begins with ~16% programs that 
mention the possibility of job loss and the importance of avoiding it: “we have a responsibility to ensure  
that vulnerable workers in our supply chain are not facing significant negative impacts of AI and automation” 
[136] and “observe principles of fair employment and labor practices” [52]. A second group, ~6% of the 
sample, proposes a variety of alternatives to fight job loss, such as incentivizing communication-based  
activities: “all stakeholders should engage in an ongoing dialogue to determine the strategies needed to 
seize upon artificial intelligence’s vast socio-economic opportunities for all, while mitigating its potential  
negative impacts” [137]. The last label within this group, ~7% of the database, stresses the opposite of  
the first two, the labor efficiencies possible through AI such as: “simplifying processes and eliminating  
redundant work increases productivity” [138] and “accessible AI promotes growth and increased  
employment, and benefits society as a whole” [139].

Education is inextricably linked to preparing future generations for the demographic shifts caused by this 
technology. One of the most popular sub-themes in this database, appearing in ~38% of programs,  
remarks on the importance of providing the pedagogical and andragogical tools to facilitate AI literacy:

“the IBM company will work to help students, workers and citizens acquire the skills and knowledge to engage 
safely, securely and effectively in a relationship with cognitive systems, and to perform the new kinds of work and 
jobs that will emerge in a cognitive economy” [78]; and,

•

“update the education curriculum to refocus skills sets on AI under the umbrella of media and information literacy 
in preparation of the next generation of workers for AI adoption” [140]. 

•

Another section details the skills or retraining (~12%), not necessarily related to AI, that individuals whose 
livelihood is directly affected by this technological shift will face in order to continue earning a living: “low-
skilled workers are more likely to suffer job losses…improving skills and competences is thus important  
to enable wider participation in the opportunities offered by new forms of work and for promoting an  
inclusive labour market” [141]. To complement both of these efforts, a small percentage of programs 
(~2%) referred to the ability of AI to aide in the provision of education: “conversational agents have huge 
potential to educate students…AI enhances our ability to understand the meaning of content at scale and 
serve it in meaningful and customized ways” [142].

While organizations await the influx of a new wave of AI literate workers, there are active efforts to recruit 
experts and specialists from around the world (~10%): “it is widely acknowledged that there is a skill gap 
in the agritech space and companies do not have time to wait for New Zealand to develop talent entirely 
on its own. Immigration policy should be continually monitored to allow rapid importing of the skills across 
the continuum to meet expected growing demand” [30].
 
The third grouping in this theme centers on research. All types of organizations (e.g. universities, firms,  
and governments) are incenting basic and applied AI research to improve their competitiveness. There  
are programs that describe research projects currently in progress or ideas that should be undertaken 
(~22%): “research Councils could support new studies investigating the consequences of deepfakes  
for the UK population, as well as fund research into new detection methods” [143]. The last sub-theme 
links research with society (~16%). Here, readers will find text on technology transfer opportunities,  
commercialization of AI discoveries, or partnerships with academia to bring research to the public:  
“DoD should advance the science and practice of VVT&E of AI systems, working in close partnership  
with industry and academia” [144].
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2.7.5	 Environment
The impact of AI on the environment is not covered extensively in the database (see Table 16). Relating the technology 
to its planetary impact through general statements occurred in ~9% of programs. One professional association asks its 
members to “promote environmental sustainability both locally and globally” [43].

Table 16 - Environment Sub-Themes

%

9.31%
3.00%
0.47%

Environmental protection generally
Efficient use/conservation of resources
Disaster management

Sub-theme

Specific mention of AI’s aptitudes to improve the conservation of resources through efficiencies (3%) or in disaster 
management scenarios (~0.5%) was even more rarely discussed: “AI can highly improve the energy sector in Mauritius 
namely by…using IoT and neural algorithms to increase energy efficiency” [145] and “AI can be used in many aspects 
of preparation for and response to natural disasters and extreme events, such as hurricane winds and storm-related 
flooding” [146].

2.7.6	 Ethics
This theme exhibits the moral compass or ideals that guide how organizations employ AI (see Table 17). At the surface 
level, the term ethics is mentioned without offering much detail as to its meaning (~19%). A similar phenomenon occurs 
with values (~25%) and culture (~5%) where, in many cases, they are used broadly: “enable a kind of a ‘passport of 
values’ whereby systems can learn one’s personal value preferences, an important part of prosocial behavior” [147] and 
“the development of AI technologies and their effects must always be in accordance with current legislation and respect 
local cultural and social norms” [148].

Many programs expressed hopeful thoughts or commitments about the need to ensure that the technology has a  
positive impact on society (~19%): “data and AI should enhance societies, strengthen communities, and ameliorate  
the lives of vulnerable groups” [61]. Further, rights, in particular human rights, were extolled as a vital requirement to be  
respected by the technology (~17%): “A/IS shall be created and operated to respect, promote, and protect internationally 
recognized human rights” [149].

Conversely, there are programs that emphasize AI’s negative ethical consequences (~9%): “calls on the Commission to 
propose a framework that penalises perception manipulation practices when personalised content or news feeds lead 
to negative feelings and distortion of the perception of reality that might lead to negative consequences” [131]. Almost a 

Table 17 - Ethics Sub-Theme

%

29.34%

25.39%

18.77%

18.61%

17.19%

8.68%

4.57%

Mechanisms to ensure AI ethics

Values

General mentions of AI ethics

AI must be for a social benefit

Protection of rights

Ethical consequences

Culture

Sub-theme
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Table 18 - Health Sub-Themes

%

6.62%

5.99%

3.31%

2.37%

1.58%

Standards and oversight

Benefits of AI in healthcare writ large (to hospital, people, and field)

Patient Health - looking out for the health of people

Collaboration of clinicians and developers

Access

Sub-theme

To ensure the enduring nature of this technology’s advantages, programs stress its development, governance, and ability 
of individuals to access it. In terms of development, having manufacturers and clinicians work together can help ensure 
that AI is safely created and implemented effectively (~2%): “clinicians can and must be part of the change that will 
accompany the development and use of AI” [154]. Text that delves in the governance of healthcare AI attempts to verify 
that any device that assists in making life and death decisions does so in a manner that follows agreed upon practices 
or industrial standards (~7%). One standard created specifically for this purpose is aimed at helping manufacturers 
“through the key decisions and steps to be taken to perform a detailed risk management and usability engineering  
processes for medical electrical equipment or a medical electrical system, hereafter referred to as mee or mes,  
employing a degree of autonomy” [155]. Finally, if access to this technology is out of reach for large swaths of the 
population, its ability to positively contribute to society will be hampered. Statements discussing the need to make this 
technology available are represented in ~2% of the sample: “fair distribution of the benefits associated with robotics  
and affordability of homecare and healthcare robots in particular” [156].

2.7.8	 Meaningful human control
AI systems are capable of decision-making at speeds that are beyond human capabilities. This theme discloses the 
desire to rein-in the technology through diverse means (see Table 19). At its most basic level, it remarks that humans 
need to be involved in the operation of AI systems (~28%), be it through governance (“we can make sure that robot 
actions are designed to obey the laws humans have made” [157]) or mechanically (“we are able to deactivate and stop 
AI systems at any time (kill switch)” [33]).

third of programs (~29%) mention or suggest actions to ensure AI remains ethical. These include measures such as: 
“ban AI-enabled mass scale scoring of individuals as defined in our Ethics Guidelines” [150] and “establish a charter of 
ethics for Intelligent IT to minimize any potential abuse or misuse of advanced technology by presenting a clear ethical 
guide for developers and users alike” [151].

2.7.7	 Health
The convergence of health technologies and AI promises to deliver significant value-added to the provision of medical 
services (see Table 18). About 6% of the database stresses the variety of benefits possible for this application of AI. 
These descriptions range from general statements such as “certain medical treatments or diagnoses might be  
carried out better with a robot” [152] to specific advantages: “carry out large-scale genome recognition, proteomics, 
metabolomics, and other research and development of new drugs based on AI, promote intelligent pharmaceutical 
regulation” [34]. Furthermore, some programs (~3%) spotlight the health and well-being of patients as a central node  
in the field: “a guiding principle for both humans and health technology is that, whatever the intervention or procedure, 
the patient’s well-being is the primary consideration” [153].
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The meaningful-human control sub-themes also describe a continuum of human participation in AI decision-making. For 
instance, at any time, individuals should be given the ability to opt-out of these systems (~4%), “to establish a right to be 
let alone, that is to say a right to refuse to be subjected to profiling” [158], or be free to make their own decisions without 
being nudged in a particular direction (~7%), “algorithms and automated decision-making may raise concerns over loss 
of self-determination and human control” [159]. 

Prior to the engagement of these systems, about 16% of programs discuss the need to involve stakeholders (e.g. the 
public and affected entities) in their development: “no jurisdiction should adopt face recognition technology without 
going through open, transparent, democratic processes, with adequate opportunity for genuinely representative public 
input and objection” [95]. While ~7% stipulate that consent of any kind should be requested from users before  
participating in processes that involves an AI system: “advocate for general adoption of revised forms of consent…for 
appropriately safeguarded secondary use of data” [128]. 
 
Subsequent to being subjected to a decision enacted by this technology, a proportion of programs (~14%) advocate 
for the right of individuals to seek an explanation for decisions, have these overturned, or dispute them after the fact: 
“make available externally visible avenues of redress for adverse individual or societal effects of an algorithmic decision 
system, and designate an internal role for the person who is responsible for the timely remedy of such issues” [160].

2.7.9	 Privacy	
Freedom from surveillance or wholesale analysis of an individual’s data exhaust is a timely subject (Table 20). This is 
especially the case in an era where AI applications can intrude into the public’s life in ways that no humans were ever 
capable of doing in the past. About 22% of programs mention the word privacy in a general manner or stress the 
importance of its protection: “any system, including AI systems, must ensure people’s private data is protected and kept 
confidential” [161].

Table 19 - Meaningful Human Control Sub-Themes

%

27.92%

15.93%

14.04%

7.41%

7.41%

3.94%

Human control and involvement 

in AI decision-making

Development and feedback

Right to redress or review

Human autonomy

User consent

Right to refuse

Sub-theme

Table 20 - Privacy Sub-Theme

%

22.08%

21.45%

17.51%

2.52%

Individual privacy

Privacy protection mechanisms

Compliance with laws

AI privacy systems

Sub-theme

Electronic copy available at: https://ssrn.com/abstract=3855171



Soft Law for the Governance of AI   | 30

Table 21 - Private Sector Development Sub-Themes

%

15.46%

10.57%

8.83%

5.52%

0.63%

General mention of support for private sector development

Entrepreneurship

Competitiveness

Private sector and non-government action

Social responsibility

Sub-theme

Non-government parties can also act to improve the conditions and progress of the AI sector. In ~6% of programs, firms 
created mechanisms such as internal governance structures, performance indicators, or strategies that recognize the 
potential of AI. Meanwhile, ~1% of the sample discusses attempts by private and non-government entities to align  
themselves with corporate social responsibility goals (e.g. creating sustainable development goals).

2.7.11	 Role of government/governance
This theme contains text with governance efforts related to the general management of AI (see Table 22). Without  
specifying a particular sector, a quarter of programs reference public entities as a key promoter or arbiter of AI for  
example: “avoid excessive legal constraints on artificial intelligence research” [168]. Organizations outside of government, 
mainly private sector and non-profits, also comment on their role in working and supervising the technology (~13%):  
“we need both governance and technical solutions for the responsible development and use of AI” [169]. 

In second place, at ~21%, programs mention systems or mechanisms that may protect user’s information: “restricting 
third party access unless disclosed and necessary to the original purpose or application as stated in the Purpose 
Specification or in response to a legal order” [162]. To complement these mechanisms, ~18% of programs discuss 
their compliance with regulations whose purpose is primarily to ensure privacy: “while there is no single approach to 
privacy, IBM complies with the data privacy laws in all countries and territories in which we operate” [163]. Lastly, a small 
proportion of programs (~3%) discusses harnessing AI to improve privacy practices: “technologies for cyber security 
and privacy protection must be advanced” [164].

2.7.10	 Private sector development
Private firms are the spearhead behind the research, development, and commercialization of most AI innovations (see 
Table 21). This sub-theme compiles the programs attempting to catalyze the development of the private sector, most  
of which (~79%) have government involvement. In fact, ~15% of programs describe, in general terms, the role of  
government in supporting the AI industry: “uphold open market competition to prevent monopolization of AI”[165].  
Furthermore, we found programs that specifically backed efforts related to promoting the sector’s competitiveness 
(~9%) and entrepreneurship via small and medium businesses (~11%):

“Sweden’s greatest opportunities for competitiveness within AI lies within a mutual interaction between  
innovative AI application in business and innovative organization of society” [166], and;

•

“Assist SMEs to develop AI applications through AI Pilot projects, data platforms, test fields and regulatory 
co-creation processes” [167].

•
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Any text that highlights public-private partnerships, creation of alliances, or participation in multilateral fora related to AI 
systems was classified in the cooperation between parties to govern AI sub-theme (~21%): “we encourage states to 
promote the worldwide application of the eleven guiding principles as affirmed by the GGE and as attached to this  
declaration and to work on their further elaboration and expansion” [170].

2.7.12	 Safety
One of the most important debates regarding AI systems relates to their ability to cause bodily harm and how to minimize 
it (see Table 23). Whether it is purposefully as an autonomous weapon or as an unplanned event in the form of an  
accident, this sub-theme delves into how programs contend with safety issues.

The first part of this sub-theme relates to the overarching safety of AI. In this sense, around 19% of programs include 
normative statements on the need for the technology to be safe and avoid or minimize physical harm to people: “there  
is a need for a public discussion about the safety society expects from automated cars” [171]. This is followed by a  
discussion on the mechanisms that ought to be implemented to ensure the technology’s safety (~15%), including  
instituting procedures or processes, as well as standards and regulations: “all the stakeholders including industry,  
government agencies and civil society should deliberate to evolve guidelines for safety features for the applications in 
various domains” [172].

Table 23 - Safety Sub-Themes

%

18.93%

15.30%

5.99%

5.84%

3.31%

3.31%

General safety

Safety mechanisms

Restriction on AWS

Military use of AI

National security

Law enforcement

Sub-theme

Table 22 - Role of Government/Governance Sub-Themes

%

24.76%

21.45%

12.78%

Role of government as a promoter of AI

Cooperation/engagement

Non-government governance efforts (private sector and non-profits)

Sub-theme

The second part of the sub-theme focuses on the weaponization of AI. Discussion of the military uses of the technology 
and the imposition of restrictions on autonomous weapon systems both appear in about 6% of programs:

“Considering the increasing proliferation of autonomous systems, including among adversaries, the RNLA 
should continue to experiment with systems that may enhance its portfolio” [173]; and,

•

“We deny that AI should be employed for safety and security applications in ways that seek to dehumanize, 
depersonalize, or harm our fellow human beings” [174].

•
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Table 24 - Security/Reliability Sub-Themes

%

25.71%

17.82%

15.14%

13.88%

8.52%

7.41%

4.73%

Security: Cyber security

Reliability: Reliability generally

Reliability: Verifiability

Security: Data protection

Reliability: Data quality

Reliability: Controlling for failure

Security: Role of AI in cyber security

Sub-theme

2.7.13	 Security/reliability
This theme is divided into two areas relative to protecting the integrity of AI systems (security) and ensuring their optimal 
operation (reliability) (see Table 24). On the security side, it encompasses risks to system integrity and the mechanisms 
to prevent adversarial attacks of the cyber variety (~26%): “manufacturers providing vehicles and other organisations 
supplying parts for testing will need to ensure that all prototype automated controllers and other vehicle systems have 
appropriate levels of security built into them to manage any risk of unauthorised access” [177]. Within the context of 
security, our team added a sub-theme that targets text discussing the protection of data from third-parties (~14%): “the 
development of AIS must preempt the risks of user data misuse and protect the integrity and confidentiality of personal 
data” [178]. The last part of security entails any text discussing working with AI to thwart cyber-attacks (~5%): “by using 
different algorithms to parse and analyze data, machine learning empowers AI to become capable of learning and  
detecting patterns that would help in identifying and preventing malicious acts within the cybersecurity space” [140].

The third, and last part, deliberates on AI as an information gathering technology at the national security (~3%) and the 
local level through law enforcement (~3%):

“Understanding the need to protect privacy and national security, AI systems should be deployed in the most 
transparent manner possible” [175]; and,

•

“Law enforcement needs for AI and robotics should be identified, structured, categorized and shared to facilitate 
development of future projects” [176].

•

The second section of this theme concerns reliability. About 18% of programs include normative statements on reliability, 
interoperability, or trustworthiness of AI systems: “utilize emerging frameworks that will help ensure AI technologies are 
safe and reliable” [179]. In case of a system outage, ~7% of programs highlight the need for procedures to offset the 
failure of the technology: “organizations should ensure that reliable contingencies are in place for when AI systems fail, 
or to provide services to those unable to access these systems” [180]. The last two sub-themes labeled text describing 
factors that affect data quality (~9%) and mechanisms to confirm the functionality of an AI system (~15%): 

“Users and data providers should pay attention to the quality of data used for learning or other methods of AI 
systems” [181]; and, 

•

“Solutions should be rigorously tested for vulnerabilities and must be verified safe and protected from security 
threats” [182].

•
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2.7.14	 Transparency and explainability
This theme focuses on conveying information to stakeholders on AI systems in a manner that is understandable and 
clear (see Table 25). Two sub-themes labeled data on the general use of transparency (~43%) and explainability (~24%) 
throughout programs, the former being the most popular sub-theme of the database. 

A group of sub-themes deals with the information relationship between AI systems and individuals. For instance, ~6% 
programs suggest that individuals should be informed about any interaction with AI:  “individuals should always be aware 
when they are interacting with an AI system rather than a human” [183]. Another sub-theme focuses on how individuals 
are subjected to consequential decisions by this technology, how they ought to know of them, and receive an explanation 
(~12%): “data subjects… have a right to obtain information on the reasoning underlying AI data processing operations 
applied to them” [184].

Table 25 - Transparency and Explainability Sub-Themes

%

43.38%

24.29%

15.93%

13.88%

11.99%

11.83%

5.68%

General transparency

General explainability

Sharing information/open access

Open lines of communication with the public

Data provenance

Consequential decisions should be transparent and explainable

Individuals should be informed about their interaction with an AI system

Sub-theme

To counter information asymmetry, one of the sub-themes highlights efforts to increase the awareness surrounding  
AI systems to the public or generally creating open lines of communication amongst stakeholders (~14%): “law  
enforcement should endeavor to completely engage in public dialogue regarding purpose-driven facial recognition use” 
[185]. A complementary label is applied to efforts looking to share AI-relevant databases amongst institutions (~16%): 
“develop shared public datasets and environments for AI training and testing” [186]. The last sub-theme in this section 
indicates where the data used by AI systems originated or how it is used in the training of systems (~12%): “identification  
of the type of biometric that is captured/stored and its relevance to the purpose for which it is being captured/store” 
[162].

2.7.15	 Transportation/urban planning
This theme guides readers through programs interested on AI applications related to transportation (land and air) and  
their interaction to the urban environment. Starting with the user, programs discuss how an individual controls and  
communicates with AI transportation systems (2%): “when the vehicle is driven by vehicle systems that do not require  
the driver to perform the driving task, the driver can engage in activities other than driving” [187]. The theme scales up to 
one application of this technology, aircraft vehicles (~1%): “develop standards and guidelines for the safety, performance,  
and interoperability of fully autonomous flights” [188].
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Table 26 - Transportation/Urban Planning Sub-Themes

%

10.41%

5.68%

4.26%

3.00%

2.37%

1.26%

Governance of AI in transportation and urban areas

Traffic safety and management

Infrastructure

Urban planning efficiency

Role of the operator

Autonomous aircraft

Sub-theme

The next set of sub-themes focus on the physical and non-physical support systems for AI-based transportation. Many 
programs discuss the infrastructure requirements needed for these applications to operate (~4%): “AI industry to work 
with telecommunications providers on specific needs for AI-supportive telecommunications infrastructure” [189]. Others 
center on the array of rules, guidelines, and regulations meant to govern their utilization (~10%): “this document  
establishes minimum functionality requirements that the driver can expect of the system, such as the detection of suitable 
parking spaces” [190]. Meanwhile, there are a number of proposals for managing traffic (~6%): “we can make mobility 
safer assisting human abilities and greener through platooning heavy goods vehicles to lower emissions and promoting 
public transport” [191]. Finally, there is an urban planning efficiency sub-theme dealing with sustainability efforts and 
resource management related to AI, but unrelated to traffic (3%): “AI‑enabled solutions in the mobility and transportation 
sectors could go a long way in making cities more sustainable” [159].
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Conclusion

This research project identified 634 soft law programs directed at methods and applications of AI. In compiling this data, 
we learned a great deal about the state of AI soft law. For instance, this type of governance is a relatively recent  
phenomenon with over 90% of programs being created between 2017 and 2019. We dispelled the notion that these 
instruments are uniquely suited for private sector self-regulation since the largest group, approximately 36%, were 
generated by public sector entities. We found that most programs were generated in a cluster of high-income countries, 
dominated by the US, UK, Europe, or are global in nature. We confirmed that soft law’s main characteristics, its voluntary 
nature, continues to be a leading disadvantage as 69% of programs do not publicly list enforcement or implementation 
mechanisms. Lastly, we created a library of over 6,000 excerpts that catalog the text of programs using 15 themes and 
78 sub-themes.

Soft law is not a panacea or silver bullet. By itself, it is unable to solve all of the governance issues experienced by society 
due to AI. Nevertheless, whether by choice or necessity, soft law is and will continue to play a central role in the  
governance of AI for some time. As such, it is important to build-upon the lessons that emanate from this research to 
make soft law as effective and credible as possible so it can address the governance challenges of AI systems, including 
safety, reliability, privacy, transparency, fairness, and accountability.  

The ultimate goal with this research project is to inform decision-makers with evidence, practices, and recommendations 
that can be harnessed to enhance soft law programs. Through this information, our hope is that all parties can improve 
how they manage applications and methods of AI under their responsibility. 
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Appendix 2 – Keyword search

Table 27 - Search Terms for Keyword Search

Agriculture

Artificial General Intelligence

Aviation

Bias

Contestability

Deepfakes

Diversity

Due Process

Education

Ethics

Explainability

Fairness

Finance

Health 

Human resources

Labor

Marketing

Meaningful Human Control

Themes and Applications Technology of InterestTypes of Soft Law

Military

Monitoring

Music

National Security

News

Outreach

Policing

Privacy

Private sector development

Public goods

Robots

Safety

Security

Sensors

Social improvement

Transparency

Transportation

Urban Planning

Values

Principles

Certification

Voluntary programs

Recommendations

Strategy

Professional guidelines

Code of conduct

Private standards

Best practices

Public-private partnerships

Artificial intelligence
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Appendix 3 – Screening of soft law programs
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Figure 5 - Screening of Soft Law Programs

Records identified through linkhubs,keyword search, and citation changing
(n = 1,599)

Soft Law, but:

S1 - Not related to AI: 68
S2 - Potentially relevant, but published  
         in 2020: 53

Records after eligibility criteria
(n = 634)

Included

Eligibility

Identification

•
•

Not Soft Law:

N1 - Popular or academic article: 367
N2 - No soft law component: 226•

•

Target audience has no expectations  
of future conduct:

N3 - Non-profit providing recommendations: 171
N4 - Private sector document that contains a 
        recommendation or attempts to sell a 
        service/product: 80

•
•

Records excluded
(n =  965)
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Appendix 4 – Codebook for database

Database Variables

Self-explanatory

Self-explanatory

Year the program was published

DescriptionField

Name of soft law program

Name of sponsoring organization

Year
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Types of Soft Law Program

The common denominator for these programs is their description of different varieties of actionable items. 

Strategies are roadmaps that highlight the direction an organization wishes to pursue and the actions needed 
to reach it. 

Recommendations are a set of ideas, proposals, or evidence-based actions to improve the status quo. 
To qualify as such, they should be imposed on a particular target audience. The important element of a 
recommendation is that they must be actionable items targeted at stakeholders who have a reason to follow 
them. Recommendations by an entity without any relationship to its target are not included. For instance, rec-
ommendations to policymakers by a non-profit unassociated or with funding from a government entity would 
not qualify.

Recommendations and  
strategies: 

Broad statements that serve as high-level norms for any type of organization. They are unlikely to include 
actionable items, instead they are an organization’s aspirational objectives. 

Examples: 
•   Technology company defines principles it will abide by in the development of products. 
•   Non-profit defines its core beliefs related to AI research. 

Principles:

Expectations of behavior applicable to individuals that work with AI applications or methods. 

Example: 
•   Non-profit creates a pledge for AI tech workers with the aim of protecting consumers from facial recognition 
technology. 
•   A private sector firm releases a code of conduct for its employees and customers. 

Professional guidelines or codes 
of conduct:

Standards:

Programs requiring an independent third party to monitor and/or verify the compliance or performance of an 
entity with specific criteria and in a limited scope. They are created by standard setting organizations (SSO) 
such as IEEE, BSI, among others.

Example: 
•   Standards set by the ISO that homologate the vocabulary and definitions utilized in the AI field.

Certification or voluntary  
programs: 

A certification ranges from a “seal of approval” or a statement mentioning compliance to a set of pre-defined 
characteristics. Educational certifications should not be included in the database. On the other hand, a 
voluntary program is generally a government initiative that invites non-government entities (private sector and 
non-profits) to comply with a set of actions or guidelines.

Examples: 
•   A seal of quality on an AI application that creates a signal for consumers regarding its characteristics. 
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Call of action to avoid or cease the usage of an AI application or method. Generally, these can be expected of 
technologies that cause harm or negatively affect individuals. 

Example: 
•   Non-profit advocates for a ban on the utilization of autonomous weapon systems. 

Voluntary moratorium or ban:

An initiative in which two or more entities collaborate to advance a particular purpose. 

Examples: 
•   Facebook and a University partner to create a research center dedicated to AI research. 
•   A public-private partnership between government and the private sector geared towards exploring the 
military applications of AI.
•   Several research centers ban together to share resources to focus on a problem or research question. 

Partnerships:

Notes the type of organization responsible for the soft law program or were major funders of it. These are 
catalogued as: 

Ps = Private Sector
Gov = Government
Np = Non-Profit

Note: Thus far, we have cataloged non-profits that represent the interest of a sector as Np and Ps. Standards 
organizations usually involve the participation of all parties (Gov, Np, Ps).

Led by: 

Level of government involved

In case a government entity appears in the led by column, readers will find whether this includes: 

National: federal or national authority
State: provincial or state authority
Local: local authority
Multilevel: combination of government levels

Participated in: 
Only includes organizations that had a secondary role in the development of a program. In other words, they 
participated, but did not lead the effort (e.g. were interviewed for it, etc.). Utilizes the same abbreviations for 
organizations as above.
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Notes on participation
Any notes that provide context regarding participating organizations. If multi-party, a note will be included 
describing the two or more types of organizations that organized the program.

Purpose Describes the objective of the program.

Influence

Identifies if a program is meant to be applied only to the organization that created it (e.g. Google Principles) 
or external parties (e.g. OECD principles). Its implementation in the database would be in the form of a binary 
indicator: 
•   1 if it applies just for it itself.
•   2 if it applies to itself and/or other entities.

When cataloguing influence for government entities (or any other similar situations), this database considers 
the hierarchy of the institutions. For instance, if a branch of government creates a recommendation for a differ-
ent branch (executive to legislative), this would classify as a 2. If the executive branch of government creates a 
mechanism with recommendations for units within said branch, it would be classified as a 1. 

If the program mentions any means to regulate compliance or enforcement, then this variable will be a Yes.
Compliance / enforceability / 
implementation: yes or no?
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Themes

Mentions the term accountability in a general sense. They stand out by their lack of 
detail or explanation as to how the entity harnesses the term in their soft law program. 

Accountability

General mentions of accountability
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Describes any mention of actions meant to require the organization to comply with, enforce, or implement the 
mechanism.

Notes on: compliance /  
enforceability / implementation

Identifies the program’s geographic scope of influence.Jurisdiction

Denotes the origin of the program. Country/region of origin

Mechanisms or actions employed by the organization to ensure accountability in the 
use of AI applications or methods.

Processes to ensure accountability

Responsibility and/or accountability of organizations due to the decision-making of AI 
applications and methods.What entity is ultimately 

responsible for the 
actions of AI

Organizational  
responsibility

Human  
responsibility

Responsibility and/or accountability of organizations due to the decision-making of AI 
applications and methods.

As a technology in development, statements in this sub-theme focus on actions that 
assist in making AGI a reality or prepare humanity for its consequences. 

Artificial general intelligence (AGI)

Development and governance of AGI

Discussion of the goals or possible traits of AGI systems. This can mention calls for the 
technology to be safe or describe the human-like qualities that we hope or fear will be 
present in AGI systems.

Goals and traits of AGI

Bias

General statements mentioning the words discrimination or bias. General mention of discrimination or bias

Considering diverse groups of people to reflect the population or the inclusion of 
individuals with a variety of characteristics (e.g. skills or demographics) in the creation of 
AI systems.

Diversity

Providing minority populations with access to the use and development of AI systems. 
In other words, the empowerment of disadvantaged groups. 

Inclusion

Actions taken by entities to limit the bias and/or discrimination by AI systems.Mechanisms for entities

Environment

Broad normative statements about the relationship between AI and the environment. Environmental protection generally
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Mentions the term accountability in a general sense. They stand out by their lack of 
detail or explanation as to how the entity harnesses the term in their soft law program. 

General mentions of accountability

Mechanisms or actions employed by the organization to ensure accountability in the 
use of AI applications or methods.

Processes to ensure accountability

Responsibility and/or accountability of organizations due to the decision-making of AI 
applications and methods.What entity is ultimately 

responsible for the 
actions of AI

Organizational  
responsibility

Human  
responsibility

Responsibility and/or accountability of organizations due to the decision-making of AI 
applications and methods.

As a technology in development, statements in this sub-theme focus on actions that 
assist in making AGI a reality or prepare humanity for its consequences. 

Artificial general intelligence (AGI)

Development and governance of AGI

Discussion of the goals or possible traits of AGI systems. This can mention calls for the 
technology to be safe or describe the human-like qualities that we hope or fear will be 
present in AGI systems.

Goals and traits of AGI

Bias

General statements mentioning the words discrimination or bias. General mention of discrimination or bias

Considering diverse groups of people to reflect the population or the inclusion of 
individuals with a variety of characteristics (e.g. skills or demographics) in the creation of 
AI systems.

Diversity

Providing minority populations with access to the use and development of AI systems. 
In other words, the empowerment of disadvantaged groups. 

Inclusion

Actions taken by entities to limit the bias and/or discrimination by AI systems.Mechanisms for entities

Environment

Broad normative statements about the relationship between AI and the environment. Environmental protection generally
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Covers the role of AI in improving the conservation of resources and avoiding waste. It 
may also mention the use of “smart” systems in areas such as agriculture and the harm 
caused by the procurement of inputs needed to manufacture AI components (e.g. 
semiconductors).

Efficient use/conservation of resources

AI can be a powerful logistical tool that can help in directing resources and personnel 
during natural disasters. This sub-theme considers how AI or other smart systems may 
affect the management of natural disasters.

Disaster management

Accountability

Electronic copy available at: https://ssrn.com/abstract=3855171



Education / displacement of labor

General mentions of AI-related research are flagged in this sub-theme.

Research

Research projects 
generally

Link between society 
and research

Linking research with society, which can include technology transfer opportunities, 
commercialization of AI discoveries, or partnerships with academia to bring research to 
the public, among others. 
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Procurement of human resources that are trained in the management, development, or 
teaching of AI systems.

Education

AI talent

Skills / retraining
In order to adjust to a new labor market, individuals will need to complement their toolkit 
with new skills. This sub-theme does not mention any skills related to AI.

AI literacy

Any educational effort related to improving AI literacy will be placed in this sub-theme. 
This consists of activities such as helping the public increase their understanding of 
how AI systems function and encouraging STEM and Computer Science Education.

AI aiding education
Incorporating AI in assisting or complementing the educational system (e.g. applications 
of AI in the classroom or it providing custom educational materials).

Role of AI systems in replacing human jobs and the importance of preventing this trend. 

Labor markets changes

Job loss and avoid  
job loss

Solutions to job loss
Mechanisms or means of mitigating the harm caused by job loss due to AI systems 
(e.g. universal basic income or unemployment pay).

AI helping people get 
jobs or improve their 
current job

Scenarios where AI applications and methods are beneficial in the procurement of 
employment or improve the efficiency in the completion of a task.

Ethics

Relationship between AI systems affecting the rights of individuals, examples include 
constitutional to human rights.

Protection of rights

Examination of the negative ethical consequences brought about by the use of AI 
systems.

Ethical consequences

Actions to ensure that AI remains ethical, be it through the implementation of controls, 
creating an advisory board or a code of conduct, re-training, establishing ethical best 
practices, cross-sector collaboration, or ethics-by-design. 

Mechanisms to ensure AI ethics

This sub-theme mentions values as desirable characteristics for AI systems (e.g., friend-
liness, trust, dignity, etc.).

Values

Interaction between AI systems and culture.Culture

Instances where the term “ethics” is mentioned, but not described in detail.General mentions of AI ethics

AI systems should be developed or used for the benefit of society or for positive social 
change. 

AI must be for a social benefit
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Creation of standards or oversight mechanisms for AI in the healthcare industry. 
Examples include organizing an international task force or expert group to develop AI 
healthcare standards or ensuring that communities understand the benefits of stan-
dardization. 

Health

Standards and oversight
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Ensuring access to healthcare services related to AI. Access

Any mention of AI benefiting healthcare should be included here, be it to hospitals, cli-
nicians, or the healthcare field generally. Examples may be improved patient outcomes, 
new treatment methods, and improved screening procedures for diseases. 

Benefits of AI in healthcare writ large (to hospital, 
people, and field)

Highlights patient safety when AI is used in the healthcare industry.Patient health

Clinicians and developers should work together to ensure AI is utilized and safely imple-
mented as a tool for the healthcare industry to use.

Collaboration of clinicians and developers

Meaningful Human Control

Covers broad statements about humans being in control of AI systems. Includes dis-
cussion of the level of control or involvement of humans in the decision-making process 
using terms such as “human-in-the-loop” or “human-over-the-loop”. 

Human control and involvement in AI decision-making

Emphasis on procuring the consent of users/individuals prior to engaging with an AI 
system.

User consent

Mechanisms describing how a user has a right to, at any time, not be subject to the 
decision of an AI system.

Right to refuse

The right of a human to make their own decisions without undue influence. Discusses 
the role of AI systems in persuading or nudging the decisions of individuals.

Human autonomy

Individuals have a right/ability to seek an explanation for decisions made by AI systems, 
have these overturned, or dispute them after the fact.

Right to redress or review

Stakeholders of an AI system (e.g. the public) should be able to contribute to its devel-
opment.

Development and feedback

Privacy

Any statements about the importance of user, customer, or general privacy concerns. Individual privacy

Systems or mechanisms in place to protect privacy. Common examples include data 
encryption, minimizing data collection, purging old data, privacy policies to inform users, 
requests for user consent, etc. This category does not include any mechanism reliant 
on AI systems to accomplish these goals.

Privacy protection mechanisms

AI-enabled privacy protection mechanisms. AI systems are used for data anonymization 
or pseudonymization in most cases. Example: “AI can be used to anonymize data prior 
to analysis to protect user privacy”

AI privacy systems
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Private Sector Development

Includes regulations and laws that institutions must follow to ensure privacy and data 
protection. Common example in the EU is the GDPR. 

Compliance with laws

Efforts to support AI startups or investments in the advancement of the AI industry with 
a focus on medium and small enterprises. 

Entrepreneurship

Any action related to improving the competitiveness of an entity and AI systems. Competitiveness

The role of government on improving the private sector’s position with respect to AI 
systems that is not related to competitiveness. 

General mention of support for private sector  
development

Actions taken by entities outside of government to improve the market conditions of AI 
systems. These include organizational actions such as the creation of internal gover-
nance structure, creating performance indicators, or developing strategies to recognize 
the potential of AI. 

Private sector and non-government action

Private sector actions that are aligned with corporate social responsibility goals (e.g. 
creating sustainable development goals). 

Social responsibility

Safety

Examples of nations, open letters signed by NGOs, or experts calling for a moratorium, 
ban or other restrictions for Autonomous Weapons Systems (AWS). 

Restriction on AWS

Describes future and current use of AI by militaries. This includes not just weapons, but 
reconnaissance, surveillance and logistics. 

Military use of AI

The use of AI by a nation for intelligence gathering and processing. It also covers the 
use and risks of AI on national security. 

National security

Normative statements about AI being safe and avoiding or minimizing physical harm to 
people. Mentions of human safety and risk in relation to use of AI systems belong in this 
category.

General safety

Specific uses of AI or safety measures taken to make the technology safer. This in-
cludes instituting procedures or processes to ensure safety, as well as putting forward 
standards and regulations to mandate AI safety.

Safety mechanisms

The use of AI by law enforcement, whether for surveillance through facial recognition, or 
any other use. 

Law enforcement

Security/Reliability

Cyber security encompasses both risks and protections to AI system integrity. This 
can mean hacking into an AI system or steps taken to prevent such adversarial attacks. 
This does not include examples that explicitly involve protecting user data or data 
sets used by AI. It primarily focuses on actions taken by individuals and institutions to 
prevent attacks, and does not include the use of AI systems for threat detection or other 
measures. 

Security Cyber security
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Security

Data protection

Role of AI in cyber 
security

Use of AI in threat detection, countering adversarial attacks, or to perpetrate cyber-at-
tacks.

Data protection encompasses steps taken to prevent user data from being misappro-
priated either by an AI system, third parties, or developers.
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Covers broad normative statements about reliability, interoperability, or trustworthiness 
of AI systems. 

Reliability

Reliability generally

Data quality
Statements about data provenance and other factors that might affect quality of input 
data.

Verifiability
Oversight mechanisms including audits, third party checks, among others, that allow an 
AI system’s functionality to be confirmed.

Controlling for failure Mention of systems meant to offset failures by AI systems. 

Role of Government

General government support in funding, removing barriers, developing a strategy, or 
other actions related to AI systems. 

Role of government as a promoter of AI

General support by non-government actors in funding, removing barriers, developing a 
strategy, or other actions related to AI systems. 

Non-government governance efforts (private sector 
and non-profits)

Stakeholder engagement, public-private partnerships, creation of alliances, or participa-
tion in multilateral fora related to AI systems.

Cooperation/engagement

Transparency and Explainability

Suggestion or requirement to inform or confirm if individuals are interacting with AI 
systems.

Individuals should be informed about their interaction 
with an AI system

Decisions by AI systems should be made available to the people affected by them. Consequential decisions should be transparent and 
explainable

Emphasis on sharing information and databases related to AI systems in order to 
advance their development or increase the knowledge of stakeholders. 

Sharing information/open access

General mention of transparency with regards to AI systems.General transparency

Efforts to increase the awareness surrounding AI systems to the public or generally 
creating open lines of communication amongst stakeholders.

Open lines of communication with the public

Indication of where the data used by AI systems originated and discussions regarding 
maintaining transparency as to data usage and training. 

Data provenance

Transparency and Explainability

Any element, physical or nonphysical, that supports urban planning and AI transporta-
tion systems.

Infrastructure
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Role of an individual in controlling an AI transportation system and the communication 
between the operator and the system. This can include mentions of the levels of auton-
omous vehicle (1-5), as these inherently assign what sorts of tasks are to be handled by 
the vehicle and operator, or specific measures to allow human takeover of the vehicle.

Role of the operator

Topics where government or other organizations set requirements for the operation of 
autonomous vehicles and infrastructure. This can include the creation of “test beds” for 
field testing of autonomous systems or licensing requirements. 

Governance of AI in transportation and urban areas

Use of autonomous aircraft for civilian purposes. This can include drone AI for deliveries 
or transportation of individuals. 

Autonomous aircraft

Systems for reducing traffic congestion, reducing risk of accidents, use of inter-vehicle 
communication, and any other means of improving the flow or safety of traffic.

Traffic safety and management

Efficiency here includes sustainable urban planning and resource management related 
to AI. This does not include traffic efficiency as this pertains to the traffic management 
sub-theme. 

Urban planning efficiency
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