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INTRODUCTION 
This paper considers how the continued rapid growth of artificial intelligence (AI) and machine 
learning (ML) systems create unique governance challenges as these technologies continue to 
revolutionize health care and the practice of medicine. While AI/ML will have important 
ramifications for drug discovery and development,2 this paper primarily addresses how the U.S. 
Food & Drug Administration (FDA) has been trying to craft a new governance framework for 
AI/ML-enabled medical devices. This has proven to be a significant challenge for the agency over 
the past decade and regulators will likely continue to struggle with AI/ML governance as these 
technological capabilities expand faster and become even more sophisticated.  
To address these challenges, the FDA has been considering the use of some non-traditional 
regulatory tools and approaches for AI/ML. These new efforts build on the agency’s existing “hard 
law” regulatory tools (i.e., formal statutes and regulations), but also incorporate more flexible, 
experimental governance strategies. Some of these alternatives could be considered forms of “soft 
law,” which is shorthand for more informal, decentralized, and often voluntary governance tools 
and strategies.3 Soft law incorporates a diverse range of governance options for emerging 
technologies, including agency guidance documents and consultations, multistakeholder 
processes, ongoing consultations, the formation of best practices, and educational efforts.4 Soft 
law approaches are being tapped or recommended increasingly as a way to address AI-related 
governance matters in many fields.5 
Importantly, however, this hard law versus soft law distinction is often quite amorphous and varies 
widely by context and agency.6 It is best to think of soft law governance more as a fluid continuum 
of strategies than a set of rigid and distinct categories.7 Soft law typically unfolds in the shadow 
of hard law, and some agencies embrace these alternative governance tools and methods more 
robustly and creatively than others.  
In the case of the FDA, hard law is still very much at the heart of the agency’s approach to 
regulating digital health technologies, but the agency has shown more willingness to engage in 
experimental governance or “entrepreneurial administration” when approaching new technologies. 
The agency has often done so using enforcement discretion, regulatory forbearance, and 
nonbinding guidance documents.8 At all times, however, the potential for far-reaching regulation 
looms and influences private parties. As a group of leading medical legal experts observes, 
“[d]iscretionary forbearance from regulation under circumstances specified in nonbinding 
guidance documents may impress upon innovators a lurking possibility of regulation, allowing 
FDA to monitor new technologies informally without expending the administrative resources 
necessary for premarket approval or clearance of every product.”9 Thus, the role soft law plays for 
AI/ML devices will always be somewhat more limited than it is in many other emerging 
technology sectors and contexts  
This paper proceeds in four parts. The opening section explores some of the unique challenges and 
risks associated with algorithmic technologies that will strain traditional regulatory approaches 
and processes. The second section considers how the FDA has been responding to these challenges 
over the past decade as the agency has gradually expanded its approach to digital health and 
AI/ML-enabled medical devices. The third section summarizes the soft law elements of those FDA 
efforts. Finally, the paper discusses some potential ways that alternative governance approaches 
might help the FDA overcome the challenges identified herein. An appendix also identifies some 
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of the ways that AI/ML medical technologies are already being used to address various diseases, 
disabilities, or ailments. 
Despite a professed willingness to consider new strategies, it remains to be seen whether FDA 
officials or congressional lawmakers are willing to embrace more soft law tools and approaches to 
keep pace with rapid-fire developments in the AI/ML medical space. 
HOW AI/ML POSES SPECIAL PROBLEMS FOR TRADITIONAL REGULATION 
Despite these many potential benefits, AI/ML technologies also raise some risks that regulators 
must address preemptively. The FDA possesses sweeping regulatory authority over medical 
devices under the Food, Drug & Cosmetic Act (FDCA) and many subsequent laws and regulations. 
This section briefly identifies some unique challenges the FDA faces when considering how to 
regulate AI/ML-enabled medical technologies while the next section discusses the FDA’s 
approach to regulating digital health applications. 

A. Information volume & pacing problems 
Digital health devices and applications are witnessing explosive growth. The IQVIA Institute for 
Human Data Science estimates that over 90,000 new digital health apps were released in 2020.10 
Meanwhile, the overall corpus of medical knowledge has been growing rapidly.11 Seven thousand 
medical papers are now published every day.12 In the closely related field of medical robotics, the 
number of scientific papers has grown exponentially from less than 10 published in 1990 to more 
than 5200 in 2020 according to a recent study in Science.13  
On one hand, these are welcome developments. The 
combination of AI/ML technologies and expanding 
medical information will allow health researchers 
and practitioners to take better advantage of this 
explosion of knowledge. This same amazing 
potential poses serious challenges for regulators, 
however. Many health policy scholars refer to the 
“volume problem” surrounding these technologies.14 
“Regulators are racing to keep up with a flood of 
applications for new AI programs,” notes NPR.15  
Beyond volume, the velocity of change matters, too. 
Many experts wonder how regulatory agencies like 
the FDA will handle the so-called “pacing problem,” or the notion that legal or regulatory regimes 
struggle to keep up with the fast-evolving nature of modern technological systems.16 “The pace of 
regulation is one of the central issues of our time,” notes legal scholar Richard Epstein.17 He 
worries about how a failure to reform FDA policies could lead to “a long‐term drag on innovation 
that could, if the trend is not abated, lead to long‐term mediocrity, as inventors and scientists flee 
our shores for friendlier environments.”18 Other scholars worry about the opposite concern, 
suggesting that “the FDA is not yet ready for health AI and that there are significant safety and 
effectiveness concerns associated with the current regulatory framework.”19  
Despite their different concerns, both these camps generally agree the FDA needs to utilize new 
governance approaches for modern digital health technologies.  As Ariel Dora Stern of the Harvard 
Business School summarizes, “ongoing regulatory clarity and policy innovation will be necessary 
for regulation to keep pace with AI innovation in health care.”20  
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B. Growing tech sophistication / interconnectedness problem 
Algorithmic technology is also growing increasingly sophisticated, multifaceted, and 
interdependent. AI/ML is powered by a combination of massive data sets, powerful computational 
systems, high-speed and ubiquitous mobile networks and applications, cloud-based systems, user-
generated content, wearable devices, sensor technologies, and other technological tools and 
capabilities. Algorithms are also continuous learning systems that usually improve over time as all 
these technological capabilities work together and gain more widespread use. This creates an 
interconnectedness problem in that regulating AI/ML medical devices may necessitate some 
degree of oversight over upstream and downstream technologies and uses, especially as they 
evolve over time. There is also an obsolescence problem: Digital health devices and systems tend 
to evolve more rapidly than older medical systems, meaning newer systems might more quickly 
fall out of use or fail to be updated.  
Many technology scholars have stressed the transparency problems associated with new 
algorithmic medical innovations. This is sometimes called “black box medicine,” or “the use of 
opaque computational models to make decisions related to health care.”21 “Blackbox medicine is 
an awkward fit for the FDA’s typical regulatory paradigm,” says digital health policy expert W. 
Nicholson Price.22 Others argue that this black-box nature of AI medical systems, “can present 
challenges in validating the outputs of the AI models,” and make it harder to preemptively ensure 
the safety of a device.23 The “lack of explainability affecting some algorithms” is a problem in this 
context because it “adds to regulatory complexity.”24  
Meanwhile, expanded AI/ML medical device regulation may also in potential tension with some 
intellectual property or trade secrecy protections, although the scope of those protections could be 
somewhat more limited in this context than others because digital algorithms are harder to protect 
by their nature.25  

C. Consumer empowerment / democratization problem 
Consumer empowerment and the democratization of medicine does not sound like something that 
would be considered a problem, but it represents a legitimate challenge for the FDA.26 The internet 
gave rise to easily accessible health information and advice websites like Healthline, 
PatientsLikeMe, and WebMD that empowered individuals with health questions to come together 
and form communities of common interest where people could share advice. With 268 million 
monthly visits as of June 2023, Healthline is currently the most visited health-related website in 
the world, which puts it ahead of the NIH and the Mayo Clinic.27 WebMD is fourth with 112 
million monthly visits.  
Meanwhile, many “biohackers” or “citizen scientists” are tapping new technological capabilities 
to pursue “open-source science.”28 Others refer to this movement as “patient-led research” or 
“citizen-driven biomedical research.”29 Regardless of what this movement is called, it appears to 
be growing and creating headaches for regulators as it does because more medical devices will be 
both developed for, and used by, people who are not traditional health care providers. 
As online tools have empowered a generation of citizens with more information about health issues 
and technologies, it has also left them expecting greater personalized care.30 Dr. Eric Topol has 
written about these trends in his books The Creative Destruction of Medicine31 and The Patient 
Will See You Now.32 The rise of AI-enabled medical tools and health-related capabilities will 
greatly exacerbate these challenges for the FDA. This is essentially the flipside of the pacing 
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problem, which is mostly driven by the supply of many new devices and capabilities. But the 
demand side matters, too, as more and more citizens come to expect more (and better) 
technological capabilities each passing year. This puts pressure on both industry and regulators to 
deliver results faster.  

D. Definitional / regulatory authority problem 
The problems discussed here also gives rise to another problem related to AI/ML systems: rapidly 
changing definitions of technologies, sectors, and even regulatory boundaries. 
We can begin with a foundational question: What is artificial intelligence? Despite generating 
considerable attention in recent years, a clear definition of the term has proven remarkably elusive. 
“There is no single universally accepted definition of AI, but rather differing definitions and 
taxonomies,” a U.S. Government Accountability Office report concludes.33 This factor will 
complicate governance of AI/ML as the agency considers how to classify algorithmic medical 
inventions. “Health care stakeholders are yet to reach a consensus on the definition of AI and ML 
when it is applied to health care,” note several medical practitioners.34 Thus, while the FDA’s 
regulatory authority is sweeping, it is not unlimited and many AI/ML technologies “may get less 
scrutiny from FDA, perhaps because they do not fit within the statutory definition of medical 
devices.”35 This definitional matter can be particularly tricky with algorithmic technologies 
because they are often just digital programs that do not have a physical manifestation.36  
This gives rise to another tricky question: Could some AI health applications be considered a 
doctor instead of a medical device? This is important because the FDA does not regulate the 
practice of medicine or some other important medical practices. Various scholars have noted how 
“many algorithms used for clinical decision support or for prioritizing access to specialized 
services may be outside the legislative governance purview of the [FDA],” because some 
healthcare uses or medical practices fall outside the FDA’s statutory power, and “certain software 
is excluded from the definition of medical device.”37 Thus, if an AI-enabled chatbot is offering 
consumers medical opinions or advice via a simple textual search, that is not something that the 
agency has much say over relative to a new algorithmically-enabled tool sold to consumers or 
hospitals to directly evaluate or diagnose a medical problem. There may also be certain speech-
related First Amendment considerations in play here that could limit the agency’s authority 
anyway.38 
There are other definitional headaches. For example, “much biomedical innovation has routinely 
happened in the course of activities that are beyond FDA’s reach,”39 and the agency only exercises 
limited authority over compounding pharmacies, which are instead governed more closely by 
standards formulated by U.S. Pharmacopeia, which is the only independent, not-for-profit, 
nongovernmental pharmacopeia in the world.40 Also, because the FDA’s authority focuses on 
safety and efficacy of new drugs and devices that are introduced into the stream of interstate 
commerce, this means that hospitals or health systems that develop customized AI/ML products 
and services for internal purposes only (i.e., not for sale to others) will be mostly exempt from 
FDA regulations.41 Finally, health insurers are tapping AI/ML tools to address how care is 
provided or covered by their plans, but those insurance plans and innovations are largely beyond 
the reach of FDA authority.42  
The combined effect of these factors means that the FDA’s oversight powers for AI/ML may end 
up being somewhat more constrained and complicated than traditional medical device oversight. 
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E. Speech-related concerns  
Although it has not yet become an impediment for the FDA, the regulation of algorithms could 
give rise to some speech-related issues. “Software regulation also can implicate First Amendment 
free speech rights,” observes health policy expert Nathan Cortez.43 AI/ML-enable medical devices 
that collect and process information might find some level of First Amendment protection from 
regulation in the future.44 However, as will be noted below, this has not yet become a problem for 
the agency primarily because it has generally not regulated less risky digital health devices—such 
as those that collect and process fitness or dietary information—as heavily as other devices. 

F. Inadequate resources problem 
A final potential problem beyond the scope of this study involves claims that the FDA lacks 
adequate resources to take on the many new challenges outlined above. A lack of resources or 
funding has been a long-standing complaint of the agency and some in the public health 
community, but AI/ML raises new technical challenges for the agency, thus potentially 
necessitating new knowledge and skills.  
EVOLUTION OF FDA’S APPROACH TO DIGITAL HEALTH & AI/ML GOVERNANCE 
This section discusses the FDA’s approach to what the agency broadly refers to as “digital health,” 
which includes AI/ML-enabled medical devices and mobile health information technology, 
wearable devices, telehealth and telemedicine, and personalized medicine.45 Most of the FDA’s 
AI/ML activity falls under their Software as a Medical Device (SaMD) and Software in a Medical 
Device (SiMD) initiatives. Most recently, the FDA has issued several notices pertaining to 
“AI/ML-Enabled Device Software Functions.” But AI/ML functions and issues are also dealt with 
in some of the agency’s work on mobile or wearable medical devices and various other digital 
health proceedings and guidance. These different monikers and classifications can make it difficult 
to track and analyze all the agency’s activity in the field. Moreover, there are additional distinctions 
related to how these technological capabilities affect drug versus medical devices.  

A. Basic FDA medical device authority 
The Medical Device Amendments of 1976, the primary law governing how the FDA regulates 
medical devices, created a three-class, risk-based classification system for all medical devices.46 
Class I devices that pose lower risk only require general agency controls and oversight, while Class 
II and Class III devices that pose higher risk entail greater regulation.47 Class III devices require 
premarket approval before they can be released. Most devices go through the so-called 510(k) 
process, which is “the mechanism by which a manufacturer seeks marketing authorization for a 
new device and by which FDA classifies devices into their appropriate regulatory category.”48  
The agency’s approach to medical device approval has been modified repeatedly over the years, 
but a particularly important change occurred in 2012 when the “Food and Drug Administration 
Safety and Innovation Act” passed.49 That law created the de novo pathway process, which permits 
the classification of novel devices of low-to-moderate risk into Class I or II without being forced 
to automatically go through 510(k) process or premarket approval as a Class III device.50 The 21st 
Century Cures Act and subsequent FDA guidance has also exempted some types of software from 
this process, including algorithmic applications that deal with more mundane matters such as 
medical billing and scheduling, or physical fitness and dietary tracking.  
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FDA Device Approval Flow Chart 

 
Source: FDA 

Most of the FDA’s activities on this front are coordinated through the Digital Health Center of 
Excellence, which is part of the agency’s Center for Devices and Radiological Health. The 
agency’s approach to device approval has drawn criticism for being slow and sometimes arbitrary 
or unpredictable, which can delay innovations by creating legal uncertainty and raising costs.51 On 
the other hand, the volume and sophistication of modern medical devices creates unavoidable 
complexities that defy easy solution. Unfortunately, these challenges are multiplying in the age of 
digital health and AI/ML-enabled devices for the reasons outlined above. The following three 
sections outline the FDA’s approach to regulating these technologies.  
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B. Early software/computing oversight (1981-2002) 

The FDA’s digital health coverage can be traced back to 1981, when the agency created a Task 
Force on Computers and Software as Medical Devices and then a Program Management 
Committee on Software and Computerized Devices in 1984. A “Draft Software Policy for the 
Regulation of Computer Products” was also issued toward the end of the decade.52 It was 
withdrawn in 200553 because the agency determined the draft policy, “did not adequately address 
all of the issues related to the regulation of all medical devices containing software.”54 
In 1997, the FDA released a draft guidance on “General Principles of Software Validation,”55 that 
was replaced in 2002 by a newer guidance as “version 2.0.”56 The guidance recommended best 
practices for the “integration of software life cycle management and risk management activities” 
and further developed the agency’s thinking on how it would regulate software relative to 
traditional medical hardware.57  

C. Digital health & mobile medical oversight ramps up (2002-2019) 
After the turn of the century, the use of mobile services and digital applications grew rapidly, and 
the FDA took notice of how innovators were increasingly utilizing such capabilities in medical 
devices.  

Year Major FDA Software / Digital Health-related developments 
1981 Task Force on Computers and Software as Medical Devices 
1984 Program Management Committee on Software and Computerized Devices 
1989 Draft Software Policy for the Regulation of Computer Products 
1997 General Principles of Software Validation 
2002 General Principles of Software Validation – Version 2.0 
2011 Draft Guidance on Mobile Medical Applications 
2013 Policy for Device Software Functions and Mobile Medical Applications 
2014 Cybersecurity in Medical Devices 
2016 21st Century Cures Act of 2016 passes 
2017 Digital Health Innovation Action Plan 
2017 Digital Health Software Precertification (Pre-Cert) Program 
2017 IMDRF Software as a Medical Device guidance 
2019 Clinical Decision Support Software guidance  
2019 Proposed Regulatory Framework for Modifications to Artificial Intelligence/Machine 

Learning (AI/ML)-Based Software as a Medical Device (SaMD): Discussion Paper 
2021 Artificial Intelligence and Machine Learning (AI/ML) Software as a Medical Device 

Action Plan 
2021 Public Workshop on “Transparency of Artificial Intelligence/Machine Learning-enabled 

Medical Devices” 
2021 Good Machine Learning Practice for Medical Device Development: Guiding Principles 
2023 Marketing Submission Recommendations for a Predetermined Change Control Plan 

for Artificial Intelligence/Machine Learning (AI/ML)-Enabled Device Software 
Functions 
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In 2011, the FDA issued “Draft Guidance on Mobile Medical Applications,” which highlighted 
“the rapid pace of innovation in mobile apps” and outlined the agency’s early approach to them.58 
It was followed by the 2013 “Policy for Device Software Functions and Mobile Medical 
Applications,”59 which was then revised and reissued in 2019 and again in 2022.60 The guidance 
sought to further clarify how the agency planned to regulate SaMD/SiMD technologies and again 
stressed that it would exercise enforcement discretion over lower-risk devices and instead focus 
on mobile or digital devices “whose functionality could pose a risk to a patient’s safety if the 
device were to not function as intended.”61 Thus, the agency would generally forebear from 
applying strict controls to less risky things like fitness or dietary applications, and instead evaluate 
whether to regulate mobile devices that might use sensors to monitor heart rate or blood pressure.62  
Even in these latter cases, the FDA can and has exercised some regulatory forbearance. While the 
21st Century Cures Act of 2016 continued to grant the FDA broad discretion to regulate software 
and digital health services, Congress also encouraged the agency to pursue the “least burdensome” 
requirements necessary when regulating these technologies. The agency’s subsequent guidance 
reflected this focus on finding less onerous approaches to device regulation, often through 
forbearance.  
In 2017, for example, the FDA issued guidance for “Deciding When to Submit a 510(k) for a 
Software Change to an Existing Device,” which sought to clarify certain types of updates that 
would not require new regulatory approvals, such as cybersecurity-related updates to the device 
software.63 And in 2019, the FDA published “Clinical Decision Support Software” guidance 
(which was again updated in 2022), that clarified, “the types of clinical decision support software 
functions that are excluded from the definition of device.”64  

FDA will exercise enforcement discretion for  
mobile apps or software that… 

help patients with diagnosed psychiatric 
conditions 

offer checklist of common signs and 
symptoms to provide on when to consult a 

health care professional 
offer periodic educational information, 

reminders, or motivational guidance 
recommend the type of health care facility 

most appropriate to their needs 
video and video games to motivate patients to 

exercise 
enable a patient or caregiver to create and 

send an alert or general emergency 
notification to first responders 

aggregate and display trends in personal 
health incidents 

keep track of medications and provide user-
configured reminders for improved 

medication adherence 
track blood pressure data and share this data 

with others 
provide oral health reminders or tracking 

tools for users with gum disease 
offer prediabetes patients with guidance or 

tools to help them develop better eating habits 
or increase physical activity 

use images or other messages for a substance 
abuser who wants to stop addictive behavior 

In 2017, the FDA launched a “Digital Health Software Precertification (Pre-Cert) Program” as a 
pilot program.65 The agency said it recognized that “the current device regulatory framework, 
enacted by Congress more than 40 years prior and incrementally updated since then, had not been 
optimized for regulating these devices.”66 “The pilot explored innovative approaches to regulatory 
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oversight of medical device software developed by organizations that have demonstrated a robust 
culture of quality and organizational excellence and who are committed to monitoring real-world 
performance of their products once they reach the U.S. market,” the agency summarized.67 The 
effort looked to create streamlined review processes and methods to evaluate real-world 
performance through in-person and remote interactions. The goal was “to assess the association 
between the organization’s software design, development, verification, and validation processes 
and the organization’s general business processes” using various performance indicators.68  
With only nine firms being invited to participate in the pilot program, however, the FDA admitted 
that the experiment “led to few devices being available for consideration under the pilot” and had 
other limitations.69  The Pre-Cert program thus came to an end in late 2022. “The faster cycles of 
innovation and the speed of change for medical device software would benefit from a new 
regulatory approach,” the FDA concluded when evaluating the pilot project results five years later. 
“Ultimately, the approach to regulating novel, swiftly-evolving medical device software must 
foster, not inhibit, innovation, while continuing to provide reasonable assurance of safety and 
effectiveness,” the agency said.70 
In March 2020, the agency released a “Digital Health Innovation Action Plan” summarizing how 
it was working “to reimagine FDA’s approach” to oversight of digital medical devices.71 Later, 
the agency released a “Digital Health Policy Navigator” online tool to assist developers when 
determining which regulatory policies apply to various digital tools or software functions.72 This 
online tool featured interactive drop-down menus that allowed developers to walk through a series 
of questions about their products and determine what steps they needed to take next.  

 
Source: FDA, https://www.fda.gov/medical-devices/digital-health-center-excellence/digital-

health-policy-navigator  
 

https://www.fda.gov/medical-devices/digital-health-center-excellence/digital-health-policy-navigator
https://www.fda.gov/medical-devices/digital-health-center-excellence/digital-health-policy-navigator
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Source: FDA, https://ric.nrc.gov/docs/abstracts/forrests-hv-t6.pdf  

D. AI/ML-enabled devices become the focus (2019-present) 
Up to 2019, very few of the FDA’s digital health guidance’s or other policy documents had much 
to say specifically about artificial intelligence or machine learning. But that year the FDA made 
AI/ML-enabled medical devices a major priority with the publication of a discussion paper on the 
agency’s “Proposed Regulatory Framework for Modifications to Artificial Intelligence/Machine 
Learning (AI/ML)-Based Software as a Medical Device (SaMD).”73 Building on its past approach 
to digital health more generally, the FDA began by admitting the need “to reimagine an approach 
to premarket review for AI/ML-driven software modifications,” because of the way these 
technologies moved so fast and underwent continuous change.74  
The challenge for regulation, as the agency noted in this discussion paper, is that there are many 
different types of AI/ML medical devices along a spectrum from fully locked to continuously 
learning. Devices that are locked (i.e., which provide the same function/result each time they are 
used) are obviously somewhat easier for the FDA’s regulatory process to handle. But those which 
evolve and engage in continuous learning (and whose functions could change over time) create 
problems for the old regulatory system. The agency admitted that: 

“The traditional paradigm of medical device regulation was not designed for 
adaptive AI/ML technologies, which have the potential to adapt and optimize 
device performance in real-time to continuously improve healthcare for patients. 
The highly iterative, autonomous, and adaptive nature of these tools requires a new, 
total product lifecycle (TPLC) regulatory approach that facilitates a rapid cycle of 
product improvement and allows these devices to continually improve while 
providing effective safeguards.”75 

The agency stressed that TPLC approach “allows FDA’s regulatory oversight to embrace the 
iterative improvement power of AI/ML SaMD,” but made it clear that ongoing algorithm changes 

https://ric.nrc.gov/docs/abstracts/forrests-hv-t6.pdf
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would need to be “implemented according to pre-specified performance objectives,” and also, 
“follow defined algorithm change protocols,” among other stipulations.76 The agency’s new 
approach relies on what it calls a “predetermined change control plan” (PCCP), which would ask 
developers to include the types of anticipated modifications they envision down the line. The 
PCCP model, which has become central to the agency’s medical AI governance vision, will be 
discussed more below.  
The FDA’s discussion paper also made it clear it was aligning its approach with the four-part 
classification system for SaMD technologies developed by the International Medical Device 
Regulators Forum (IMDRF). The IMDRF, which was formed in 2011, brings together medical 
device regulators from 11 major nations who seek to voluntarily harmonize the regulatory 
treatment for medical products.77 Under the IMDRF’s risk classification scheme for SaMD, 
Category IV devices are the most sensitive and, therefore, subjected to the most scrutiny, while 
Category I devices are considered non-serious.78 For example, under the IMDRF system, a SaMD 
device meant to diagnose and address different types of strokes would be a Category IV device, 
whereas as a SaMD that merely stored blood pressure information would be a Category I device. 

 
This discussion paper also pushed for the development of Good Machine Learning Practices 
(GMLP). This culminated in an October 2021 release of GMLPs through a joint effort with Health 
Canada and the United Kingdom’s Medicines and Healthcare Products Regulatory Agency.79 
These regulatory agencies identified 10 guiding principles that can inform AI/ML device design 
and use and explained how these best practices could be further developed or refined in a 
multistakeholder fashion by the IMDRF, international standards organizations, and other 
collaborative bodies.  
The GMLPs are interesting in that they are derived from best practices that transcend medical 
devices and which are often recommended (or already applied) in many other contexts. For 
example, one of these machine learning principles involves the idea of keeping “humans in the 
loop” at important stages of technological design and decision-making, while another focuses on 
providing user with clear and essential information to help them understand the nature of the 
technology and its risks. These are core best practices that are being utilized in various other fields 
where AI/ML are already having an impact.80  
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Source: FDA 

The FDA’s 2019 discussion paper eventually led to the agency’s 2021, “Artificial Intelligence and 
Machine Learning (AI/ML) Software as a Medical Device Action Plan,” which identified 
upcoming steps needed to further harmonize the GMLPs, advance more real-performance pilot 
programs, and then updated PCCP guidance.81  
These efforts eventually culminated in the April 2023, “Marketing Submission Recommendations 
for a Predetermined Change Control Plan for Artificial Intelligence/Machine Learning (AI/ML)-
Enabled Device Software Functions.”82 In this draft guidance, the agency acknowledges that the 
development of these technologies “is an iterative process” and proposes a “least burdensome 
approach to support iterative improvement through modifications” to these technologies.83 The 
agency argues that its guidance “demonstrates FDA’s broader commitment to developing 
innovative approaches to the regulation of device software functions as a whole.”84 
The agency defines a Predetermined Change Control Plan as “documentation describing what 
modifications will be made to the [ML device] and how the modifications will be assessed.”85 
These plans are to be detailed explanations “describing the methods that will be followed when 
developing, validating, and implementing modifications.”86 Each PCCP is to be accompanied by 
an impact assessment weighing the benefits and risks of those anticipated modifications. The FDA 
hopes that, “[b]y including a PCCP in a marketing submission, manufacturers can proactively pre-
specify and seek premarket authorization for intended modifications,” and then avoid the need to 
make additional marketing submissions prior to implementation of new function.87 
Many industry comments to the FDA in this proceeding requested that the agency offer additional 
guidance and provide more clarity about how it plans to implement and interpret this new authority 
in very specific circumstances. This gets to the fundamental problem with the PCCP idea: No one 
in either industry or government can accurately forecast the future course of AI/ML innovation. 
This creates an unavoidable challenge for developers when considering what information will be 
needed to convince the FDA that it has reasonably considered how their systems might evolve in 
the future. “To ensure an efficient review,” the FDA, “recommends that a PCCP include only a 
limited number of modifications that are specific, and that can be verified and validated.”88 But 
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what sort of PCCP should a developer submit if there could be multiple potential future 
modifications as the system continuously learns. And how is that to be done when some future 
capabilities would be unknowable in advance? Finally, if a developer makes guesses about what 
those capabilities might be to play it safe, but then they fail to develop, will that open them to any 
blowback or liability (either from the FDA, investors, or consumers)? 
Thus, while many commenters praised the FDA for proposing a more iterative and flexible 
approach, some worried how such uncertainties under this new approach might create a burden on 
innovation. Bradley Merrill Thompson, chief data scientist of EBG Advisors, said the proposal 
will require that “intricate plans” be prepared and that it “requires the companies to develop an 
enormous amount of documentation going forward.”89 The Consumer Technology Association 
argued that, “the amount of work and documentation required to comply with the guidance is 
substantial, and we believe may only be appealing in a more limited set of circumstances, where a 
manufacturer wishes to make changes to the device following clearance or approval.”90 The Digital 
Pathology Association worried about “the potential impact the implementation of PCCPs and 
modifications can have on the interoperability of downstream devices the software must interface 
with.”91 That concern reflects the interconnectedness problem discussed earlier in this paper.  
Several commenters also expressed concern about the potential can of worms the FDA opened 
with its inclusion of the concept of “social harm” in the guidance document’s impact assessment 
language. The guidance suggested that PCCP impact assessments should, “discuss the benefits and 
risks, including risks of social harm, of each individual modification.”92 This is important because 
concerns about algorithmic bias or discrimination have been the subject of intense academic 
scrutiny, and has prompted many calls for expanded regulation.93 
Going forward, the FDA will face a fundamental tension between flexibility and regulatory 
certainty as it is related to oversight AI/ML-related devices. While FDA approvals for such devices 
continue to expand, this tension will likely grow more acute and force the agency to consider how 
it might experiment with still other governance strategies for these devices.  
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SOFT LAW ELEMENTS IN THE FDA’S APPROACH 
The FDA’s recent digital health actions fit squarely within the FDA’s hard law orientation, but 
also reflect a moderate change of approach to medical device regulation, at least for software-
enabled or AI/ML-enabled devices. The FDA’s culture and governance approach remain firmly 
rooted in a precautionary hard law stance, but with a willingness to occasionally experiment with 
new approaches to address fast-moving developments and new technological capabilities. Some 
soft law elements are present in the agency’s recent digital health actions. 

A. Continued reliance on guidance as primary governance tool 
As Cortez observes, “[t]he most striking feature of the FDA’s traditional approach to software is 
its heavy reliance on nonbinding guidance.”94 Guidance documents “describe FDA’s interpretation 
of our policy on a regulatory issue,” and “represent FDA's current thinking on a topic,” the agency 
notes, but “do not create or confer any rights for or on any person and do not operate to bind FDA 
or the public.”95 Guidance documents have long played a crucial role in the way the agency 
formulates policy, but they have featured particularly prominently in the governance of digital 
health technologies. This is consistent with a soft law approach to emerging technology 
governance.   
Not all agency guidance documents are equal, however, and the FDA’s might better be more akin 
to “hard law lite” than soft law. FDA guidance documents carry more weight than, say, a guidance 
document issued by an agency like the National Telecommunications and Information 
Administration (NTIA), which is part of the U.S. Department of Commerce. The NTIA has crafted 
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many best practice frameworks for emerging technology issues, including drones,96 the Internet of 
Things,97 and facial recognition.98 Because the NTIA lacks formal regulatory authority over these 
technologies and sectors, however, its best practice guidance documents are more voluntary and 
nonbinding. By contrast, the FDA’s recommended best practices all flow from underlying (and 
quite expansive) regulatory authority, and they carry the implied threat of potential agency 
sanction at every juncture.  

B. Coordination with international NGOs & other governments 
When formulating policy for AI/ML, the FDA is taking many of its cues from the International 
Medical Device Regulators Forum (IMDRF).99 Such as their “Software Risk Categorization” 
framework, which has played an important role in aligning global standards around how SaMD is 
defined and governed across the globe.100 The FDA uses this framework as the foundation for its 
new “total product lifecycle regulatory approach” and focus on a “Global Approach to Software 
as a Medical Device.”101 While the IMDRF’s members are traditional “hard law” regulators, the 
IMDRF produces a variety of documents that do not bind any member formally, but do come to 
influence how those individual members formulate their own policies, often in close collaboration 
with other members. This represents another common technique in global soft law efforts, where 
global officials and other stakeholders work together to better coordinate standards across 
jurisdictions. GMLP guiding principles represent an effort to coordinate global best practices and 
standards, which represents a sort of soft law approach to tech governance. 

C. Reliance on standard-setting bodies 
The FDA is also leaning on other stakeholders or professional bodies to assist their efforts on 
AI/ML-enabled devices and their governance. To formulate standards for advanced medical 
devices, the agency works with the Institute of Electrical and Electronics Engineers (IEEE) P2801 
Artificial Intelligence Medical Device Working Group and the International Organization for 
Standardization (ISO) Joint Technical Committee 1/ Sub-Committee 42 (ISO/ IEC JTC 1/SC 42) 
- Artificial Intelligence.  
Specifically, the FDA relies on specific standards developed by that ISO committee, including: 

• ISO/IEC 23053 Framework for Artificial Intelligence (AI) Systems Using Machine 
Learning (ML) 

• ISO/IEC 24027 Bias in AI systems and AI aided decision making 

• ISO/IEC 38507 Governance implications of the use of artificial intelligence by 
organizations 

• ISO/IEC 23894 Artificial Intelligence: Risk Management 

• ISO/IEC TR 24368 Artificial Intelligence (AI): Overview of ethical and societal concerns 
The IMDRF has also relied on many ISO/IEC standards, which in turn influence FDA decision-
making. Those standards include:102 

• IEC 62304:2006 - Medical device software -- Software life cycle processes  

• ISO/IEC 14764:2006 Software Engineering — Software Life Cycle Processes — 
Maintenance  

• ISO 14971:2019 - application of risk management to medical devices  
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• ISO/IEC 27000:2009 - Information technology — Security techniques — Information 
security management systems   

• IEC 62366:2007 Medical devices — Application of usability engineering to medical 
devices 

The FDA also relies on standards formulated by the Association for the Advancement of Medical 
Instrumentation, the primary source of consensus standards and guidance documents for the 
medical device industry.103 
Again, this represents another standard part of the soft law playbook. Non-governmental 
professional associations play a crucial role in many fast-moving and highly technical fields. “Such 
relationships are deeply important: (internationally recognized) standard setting organizations are 
known to be vital for identifying the most promising technologies and influencing the trajectory 
of technology adoption in other contexts,” says Stern.104 

D. Public-private partnerships / multistakeholder meetings & workshops  
The FDA’s ongoing “collaborative communities” effort represents another creative governance 
tool that could play a bigger role in AI/ML policy. Collaborative communities are defined by the 
agency as, “a continuing forum in which private- and public-sector members, like the FDA, work 
together on medical device challenges to achieve common objectives and outcomes. They are 
convened by interested stakeholders and may exist indefinitely, produce deliverables as needed, 
and tackle challenges with broad impacts.”105 The agency says that these collaborative 
communities may develop for a number of reasons, including when, “challenges are ill-defined or 
there is no consensus on the definition of the challenge,” “challenges and outcomes are complex,” 
or “better outcomes could be achieved with integrating different perspectives, experiences, 
resources, and expertise.106 An AI-related collaborative community formed as the Xavier Artificial 
Intelligence (AI) World Consortium and later transitioned to the Association of Food and Drug 
Officials/Regulatory Affairs Professionals Society (AFDO/RAPS) to be part of the AFDO/RAPS 
Healthcare Products Collaborative. Such efforts could be tapped going forward to address other 
AI/ML governance challenges using collaborative multi-stakeholder mechanisms.  
Agency workshops have become another standard part of the soft law toolkit for many agencies 
that deal with cutting-edge tech issues like the FDA. In early 2020, the FDA convened a two-day 
public workshop to explore the use of AI in radiology featuring many practicing experts in the 
field.107 In late 2020, the agency also held a meeting with the FDA’s Patient Engagement Advisory 
Committee, which is a body that, “provides advice to the Commissioner or designee, on complex 
issues relating to medical devices, the regulation of devices, and their use by patients.”108 In that 
meeting, the FDA looked to “elicit input from a diverse group of patients on AI/ML 
technologies.”109 The following year, in October 2021, the FDA held a virtual public workshop on 
“Transparency of Artificial Intelligence/Machine Learning-enabled Medical Devices,” to “gather 
input from various stakeholders on the types of information that would be helpful for a 
manufacturer to include in the labeling of and public facing information of AI/ML-enabled medical 
devices, as well as other potential mechanisms for information sharing.”110 
RECOMMENDATIONS FOR EXPANDED USE OF SOFT LAW FOR AI/ML 
The FDA’s recent actions represent a tacit acknowledgement that their traditional regulatory 
approach is poorly suited to fit fast-moving AI/ML-enabled medical technologies and that constant 
experimentation and reevaluation will be the new normal. The agency seems to now recognize 
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that, if algorithmic inventors must stop at every single stage to notify the FDA that an improvement 
has been made, many beneficial types of iterative innovation will be discouraged. That could have 
deleterious impacts on public health. Still, the agency remains more focused on the opposite 
problem of ensuring that those innovations do not create new risks. Therefore, effective AI/ML 
medical device governance will need to be a more iterative, experimental, and collaborative 
process. There are, however, some potential soft law strategies that the agency could consider 
utilizing to balance AI/ML innovation and safety.  

A. AI Audits and Algorithmic Impact Assessments 
In the broader field of AI policy, various analysts have suggested that some sort of mandatory 
algorithmic transparency will be needed to determine what is going on inside the proverbial “black 
box.”111 Others have recommended policymakers encourage or even mandate greater “explainable 
AI” as a way to generate more trustworthiness and accountability in algorithmic systems.112 One 
way to accomplish this would be through the use of AI audits or algorithmic impact assessments, 
which are attracting widespread interest in the field of algorithmic governance today.113 AI audits 
and impact assessments would require those who develop or deploy algorithmic systems to 
conduct reviews to evaluate how well aligned the systems were with various ethical values or other 
commitments.114  
The NTIA recently opened a proceeding on “AI Accountability Policy,” which asked for public 
comment regarding how audits and impact assessments might play a role in broader algorithmic 
governance.115  This comes after the Biden administration’s October 2022 release of a “Blueprint 
for an AI Bill of Rights,” which floated the use of audits and impact assessments “to mitigate risks 
to the safety and efficacy of AI systems.”116 
AI audits and impact assessments have many tradeoffs,117 but they offer one way to advance a 
more transparency-oriented approach to algorithmic regulation. Some digital health scholars 
suggest that the FDA could, “implement a less centralized oversight regime based on as much 
transparency as possible.”118 The FDA has already been heading down this path since 2019 when 
its Proposed Regulatory Framework for AI/ML-Based Software discussion paper outlined, under 
its TPLC approach, “manufacturers would be expected to commit to the principles of transparency 
and real-world performance monitoring for AI/ML-based SaMD,” and that the agency “would also 
expect the manufacturer to provide periodic reporting to FDA on updates that were implemented” 
as part of its control plan.119 Subsequently, in its 2021 “AI/ML Action Plan, the agency noted that 
“[p]romoting transparency is a key aspect of a patient-centered approach, and we believe this is 
especially important for AI/ML-based medical devices, which may learn and change over time, 
and which may incorporate algorithms exhibiting a degree of opacity.”120 
In October 2021, the agency also hosted held a Public Workshop on “Transparency of Artificial 
Intelligence/Machine Learning-enabled Medical Devices” to consider, “the types of information 
that would be helpful for manufacturers to include in the labeling and public facing information of 
AI/ML-enabled medical devices, as well as other potential mechanisms for information 
sharing.”121 
An oversight regime rooted in hyper-transparency could go further and, in theory, offer regulators 
a way to pursue safety goals without as much formal regulation of specific algorithmic 
technologies or practices. The regulatory focus could shift from pre-market to post-market 
oversight with transparency efforts and existing agency product recall authority being used to 
address problematic products in an ex-post fashion. Such a move would be controversial, of course, 
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because many would fear the risks of allowing harmful products to reach the market without 
enough preemptive oversight or approval. As noted below, this approach would also require 
greater reliance on third-party validators as well as greater public risk education.  

B. Expand enforcement discretion & rely on best practices 
Since the FDA will exercise enforcement discretion over lower-risk digital health devices and has 
creating a webpage on that lists examples of 19 specific software functions exempt from its 
regulation even if the apps or systems meet the definition of a medical device.122 It would not be 
surprising if the agency expanded its use of enforcement discretion as more AI/ML-enabled 
devices come to market.  
If the FDA did so, some critics will likely be worried about what they may regard as deregulation 
through forbearance, but the FDA has repeatedly stressed that general controls apply to all medical 
devices it oversees and that it could always reconsider and reclassify devices later if needed due 
to new risks.123 Moreover, if the FDA is to better focus its time and resources on riskier AI/ML-
enabled apps and devices, then it will be forced increasingly to make some tough choices about 
what technologies and issues to regulate more aggressively. If the agency is wise, it would offload 
some of the oversight to third-parties (such as industry groups or NGO-led multistakeholder 
groups) to use best practices and technical standards to address less risky AI/ML apps and systems.  

C. Expand the use of pilot programs / sandboxing 
Some of the FDA’s recent digital health initiatives, especially the Pre-Cert program, made the use 
of real-world performance monitoring a central part of the effort. The goal of Pre-Cert, for 
example, was to work with developers on a voluntary basis to engage in real-time learning as 
systems evolved and consider how regulation might be improved.  
The FDA should consider expanding such experimental efforts with more ambitious pilot 
programs and “sandboxes,” which are an increasingly popular soft law mechanism. Sandboxes are 
policy experiments that typically see policymakers temporarily relax or tweak certain regulations 
to determine whether alternative approaches might work better.124 Such sandboxes efforts let both 
innovators and regulators learn what sort of guidelines do the best job balancing innovation and 
safety. Sandboxes are also a good way to make sure that policy changes on a more regular basis to 
keep up with the pacing problem. But the FDA would likely need Congressional approval to 
engage in greater experimentation of this sort because the Pre-Cert effort was haunted by questions 
of statutory authority.  

D. Rely on private AI registries & a more “distributed approach” to governance 
Price has suggested that “the FDA could rely more heavily on third party validation of black-box 
medicine techniques, either as a precondition of marketing or as a continuing evaluation after early 
limited market approval.”125 Others have floated similar ideas. A recent report in PLOS Digital 
Health from seven medical researchers called for a “distributed approach to the regulation of 
clinical AI” that would be “a hybrid model of regulation and oversight, building on the model of 
algorithmic stewardship.”126 Under this approach, “centralized regulation would only be required 
for the highest risk tasks,” they say, “and “decentralized regulation is the default for most 
applications of clinical AI going forward.”127 They argue that this approach would involve:  

“an accountability framework, as well as the development of open data assets, AI 
registries, and a robust process for public engagement. It will also require a shift in 
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regulatory mindset and an acceptance of changes in institutional responsibilities 
from existing regulatory organizations.”128 

The FDA would likely respond that it is currently pursuing this sort of approach in some of its 
digital health efforts. The agency could go much further, however, by offloading more governance 
authority to non-governmental registries. The industry group Connected Health speaks of the need 
for “longer-term opportunities to reimagine certification and precertification roles and workflows 
to further leverage AI/ML innovations.”129 Details are murky here, but this general model could 
serve as the basis of future digital health governance if the FDA finds itself increasingly 
overwhelmed by the task at hand. 

E. Expansion of health education / literacy 
Educational strategies are a particularly important part of the soft law toolkit, and health literacy 
and risk communication efforts have long been a part of the FDA’s mission. In its 2009 Strategic 
Plan for Risk Communication130 and 2011 report on Communicating Risks and Benefits: An 
Evidence-Based User's Guide,131 the FDA offered a blueprint for expanded risk education. But 
this has always been a secondary part of the agency’s mission.  
Some analysts have explained how education and health literacy could play a larger role going 
forward, “to ensure patients receive the information they need to make informed and autonomous 
health choices.”132 The focus here would be on identifying risk communication and mitigation 
strategies that can help the general public better understand the benefits and risks of the many new 
digital health devices flooding the market today. With the demand for personalized medicine 
options growing fast, the public needs to be better informed and empowered to make sensible 
wellness decisions.133 Stepped-up risk education and health literacy efforts can begin in the 
classroom at a young age but should also be the focus of public service campaigns for the general 
public on an ongoing basis. Industry-backed educational efforts could complement those efforts.  
CONCLUSION 
For AI/ML-enabled medical devices, it is clear that “the complex regulatory landscape remains 
underdeveloped,”134 and there is “some uncertainty as to what future regulation will look like.”135 
Experts tend to agree that, “it is almost certainly the case that novel regulatory approaches are 
needed” for these medical technologies to, “take into account the specific and dynamic needs 
associated with software products.”136  
Some of this uncertainty is the inevitable byproduct of both the complexity of the FDA’s regulatory 
process as well as the inherent nature of algorithmic systems more generally. While the FDA 
continues to experiment with new approaches to algorithmic oversight and regulation, the agency 
should consider how it might tap additional governance tools and approaches outside its traditional 
wheelhouse.  
Of course, such efforts would be controversial because of the safety-first ethos surrounding 
medical device regulation and the FDA’s operating culture more generally. Opening the door to 
more soft law-oriented solutions could also lead to push back from some policymakers, public 
health and safety advocacy groups, and even some established industry players who benefit in 
different ways from the regulatory status quo. But the agency may have no choice but to explore 
those alternatives as artificial intelligence and machine learning medical technologies multiply 
rapidly and grow increasingly complex.  
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APPENDIX: THE PROMISE OF AI/ML IN HEALTH CARE 
AI tools are allowing doctors and scientists to create highly personalized care options and develop 
new medical treatments tailored to the unique needs of each patient.137 Here are some specific 
examples of how AI/ML-enabled technologies are already helping to improve health outcomes: 

• Organ donation: AI can reduce human errors and increase matching speeds during the 
organ-patient matching process.138  

• Heart attack detection & treatment: AI and ML tools are helping detect and treat heart 
disease and heart attacks, 139 improving personalized treatment for women who have had 
heart attacks,140 and being able to quantify coronary plaque buildup in five to six seconds 
compared to 25 to 30 minutes of humans.141   

• Cancers: Despite major government efforts to pursue a national “war on cancer”142 and a 
“cancer moonshot,”143 cancers unfortunately remain the second leading causes of death in 
the U.S.,144 claiming 602,350 lives in 2020 alone.145 AI and ML-enabled technologies are 
poised to help reduce that staggering death toll. Mayo Clinic researchers have shown how 
ML models can help diagnose and treat pancreatic cancer (the third leading cause of 
cancer death) at an earlier stage.146 AI/ML techniques are also helping with early 
detection and treatment of lung cancer,147 breast cancer,148 brain cancer,149 cervical 
cancer,150 and many other types of cancer151 (including undiagnosable cancers152), aided 
by increasingly personalized screening techniques.153 

• Sepsis & superbugs: Recent medical studies have also documented how AI-powered 
monitoring systems are helping to detect antibiotic-resistant “superbugs”154 and sepsis,155 
and will save thousands of lives each year as a result. Roughly 1.7 million adults develop 
sepsis every year in the U.S. and more than 250,000 of them die.156 The use of AI 
“dramatically cuts the time it takes to sort through thousands of promising compounds,” 
to fight drug-resistant pathogens, researchers find.157  

• Paralysis: The Christopher & Dana Reeve Foundation has estimated that there are nearly 
1 in 50 people living with paralysis in the United States.158 The combination of artificial 
intelligence and robotic technologies hold out the hope of helping paralyzed individuals 
regain certain motor functions.159 In May 2023, a man who had been paralyzed from the 
waist down for more than a decade regained his ability to walk thanks to brain and spine 
implants and an AI-enabled thought decoder that helped him translate electrical brain 
signals into muscle movement.160 He is now able to walk around his own home and in get 
in and out of a car on his own. A paralyzed American man also regained a sense of touch 
and mobility thanks to similar AI-enabled brain implants.161  

• Brain disease, mental health & drug addiction: Scientists are developing AI-driven 
methods to help better detect and diagnose degenerative brain disease, including 
Alzheimer’s, dementia, and Parkinson’s.162 AI can also help identify and address mental 
health problems through textual analysis, which can supplement human-based analysis at 
a time when there is a nationwide shortage of health care workers in this area.163 AI tools 
are also being tapped to help find novel drugs that can help counter opioid addiction, 
which has become a chronic problem in recent years.164 

There are many other current or potential health-related applications for algorithmic technologies, 
including abnormal chest X-ray detection,165 AI-powered ultrasounds,166 detecting and addressing 
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eye disease and blindness,167 and new drug and vaccine discovery.168 AI will also become crucial 
for various surgeries in terms of both improving outcomes when operations are necessary (often 
through robotic assisted surgery)169 or, better yet, avoiding the need for invasive procedures 
altogether.170 Robotic surgery at a distance is now also becoming possible thanks to recent 
advances.171 In the process, AI/ML will also help share medical knowledge across far more 
institutions and reach more patients as a result. Meanwhile, AI assistants can help address the 
significant paperwork and filing burdens that doctors and nurses face today, which will help free 
up time for dealing with patients and research.172  
 
  



23 
 

ENDNOTES 

1  Ibid., at 13. 
2  Margaret Ayers, Madura Jayatunga, John Goldader, and Chris Meier, “Adopting AI in Drug Discovery,” 

Biopharma Article, March 29, 2022. https://www.bcg.com/publications/2022/adopting-ai-in-pharmaceutical-
discovery. U.S. Food and Drug Administration, “FDA Releases Two Discussion Papers to Spur Conversation 
about Artificial Intelligence and Machine Learning in Drug Development and Manufacturing,” May 10, 2023. 
https://www.fda.gov/news-events/fda-voices/fda-releases-two-discussion-papers-spur-conversation-about-
artificial-intelligence-and-machine. 

3  Carlos Ignacio Gutierrez and Gary Marchant, A Global Perspective of Soft Law Programs for the Governance of 
Artificial Intelligence, Arizona State University School of Law (2021). 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3855171. 

4  Ryan Hagemann, Jennifer Huddleston Skees & Adam Thierer, “Soft Law for Hard Problems: The Governance of 
Emerging Technologies in an Uncertain Future,” Colorado Technology Law Journal 17 (2018): 37-129. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3118539. 

5  John Villasenor, “Soft Law as a Complement to AI Regulation,” Brookings, July 31, 2020. 
https://www.brookings.edu/articles/soft-law-as-a-complement-to-ai-regulation. 

6  Adam Thierer, “Soft Law in U.S. ICT Sectors: Four Case Studies,” Jurimetrics 61:1 (Fall 2020): 78-119. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3777490. 

7  Adam Thierer, Governing Emerging Technology in an Age of Policy Fragmentation and Disequilibrium, 
American Enterprise Institute (April 2022). https://platforms.aei.org/can-the-knowledge-gap-between-regulators-
and-innovators-be-narrowed. 

8  Philip J. Weiser, “Entrepreneurial Administration,” Boston University Law Review, Vol. 97, (2017), 
http://scholar.law.colorado.edu/articles/838. 

9  W. Nicholson Price II, Rachel E. Sachs, and Rebecca S. Eisenberg, “New Innovation Models in Medical AI,” 
Washington University Law Review 99 (2021): 1151. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3783879. 

10  IQVIA Institute for Human Data Science, Digital Health Trends 2021: Innovation, Evidence, Regulation, and 
Adoption (July 22, 2021). https://www.iqvia.com/insights/the-iqvia-institute/reports/digital-health-trends-2021. 

11  Peter Densen, “Challenges and opportunities facing medical education,” Transactions of the American Clinical 
and Climatological Association, Vol. 122 (2011): 48-58. 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3116346. 

12  Gary Marcus and Ernest Davis, Rebooting AI: Building Artificial Intelligence We Can Trust (Pantheon, 2019): 
67. 

13  Pierre E. Dupont, “A Decade Retrospective of Medical Robotics Research from 2010 to 2020,” Science 
Robotics, Vol. 6, No. 60, November 10, 2021, https://www.science.org/doi/full/10.1126/scirobotics.abi8017. 

14  Trishan Panch, et. al., “A distributed approach to the regulation of clinical AI,” PLOS Digital Health 1:5, (May 
26, 2022): 2. https://journals.plos.org/digitalhealth/article?id=10.1371/journal.pdig.0000040. 

15  Geoff Brumfiel, “Doctors are drowning in paperwork. Some companies claim AI can help,” NPR, April 5, 
2p023. https://www.npr.org/sections/health-shots/2023/04/05/1167993888/chatgpt-medicine-artificial-
intelligence-healthcare. 

16  Gary E. Marchant, Braden R. Allenby, Joseph R. Herkert, (eds.), The Growing Gap Between Emerging 
Technologies and Legal-Ethical Oversight: The Pacing Problem (Dordrecht, NL:  Springer, 2011). 

17  Richard Epstein, “Can Technological Innovation Survive Government Regulation?” Harvard Journal of Law & 
Public Policy, Vol. 36, No. 1, (Winter 2013), http://www.harvard-jlpp.com/wp-
content/uploads/2013/01/36_1_087_Epstein_Tech.pdf   

18  Ibid. 
19  Sara Gerke, “Health AI for Good Rather than Evil? The Need for a New Regulatory Framework for AI-Based 

Medical Devices,” Yale Journal of Health Policy, Law, and Ethics 20:2 (2021): 511.  

                                                           

https://www.bcg.com/publications/2022/adopting-ai-in-pharmaceutical-discovery
https://www.bcg.com/publications/2022/adopting-ai-in-pharmaceutical-discovery


24 
 

                                                                                                                                                                                           
20  Ariel Dora Stern, “The Regulation of Medical AI: Policy Approaches, Data, and Innovation Incentives,” NBER 

Working Paper 30639 (Dec. 2022): 22. http://www.nber.org/papers/w30639. 
21  W. Nicholson Price II, “Black-Box Medicine,” Harvard Journal of Law and Technology 28:2 (2015): 419-467. 

https://jolt.law.harvard.edu/articles/pdf/v28/28HarvJLTech419.pdf 
22  Ibid. p. 460. 
23  Sandeep Reddy, et. al., “A Governance Model for the Application of AI in Health Care,” Journal of the 

American Medical Informatics Association 27:3 (2019): 492. 
24  Ibid.  
25  Price, “Black-Box Medicine,” at 12. 
26  Lewis A. Grossman, “FDA and the Rise of the Empowered Patient,” in Holly Fernandez Lynch and I. Glenn 

Cohen (eds.), FDA in the Twenty-First Century: The Challenges of Regulating Drugs and New Technologies 
(New York: Columbia University Press, 2015).  

27  Semrush, “Most Visited Websites by Traffic in the World for Healthcare, June 2023,” Last visited Aug. 15, 
2023. https://www.semrush.com/website/top/global/health. 

28  Daniel Grushkin, “Biohackers are about open-access to science, not DIY pandemics. Stop misrepresenting us,” 
Stat, June 4, 2018. https://www.statnews.com/2018/06/04/biohacker-open-access-science. 

29  Eleonore Pauwels & Sarah W. Denton, The Rise of the Bio-Citizen (Wilson Center, 2018): 4. 
https://www.wilsoncenter.org/sites/default/files/media/documents/article/rise_of_biocitizenfinal.pdf. 

30  Jordan Reimschisel, “Technology Could Enable Personal Medicine Whether We Like It Or Not,” Medium, 
August 10, 2017, https://medium.com/@jordanreimschisel/technology-could-enable-personal-medicine-whether-
we-like-it-or-not-ce6e19b826fe. 

31  Eric Topol, The Creative Destruction of Medicine: How the Digital Revolution with Create Better Care (New 
York: Basic Books, 2012). 

32  Eric Topol, The Patient Will See You Now: The Future of Medicine Is in Your Hands (New York: Basic Books, 
2015). 

33  U.S. Government Accountability Office, “Artificial Intelligence: Emerging Opportunities, Challenges, and 
Implications,” Technology Assessment, GAO-18-142SP, (Mar. 28, 2018): 15. https://www.gao.gov/products/gao-
18-142sp. 

34  David E. Vidal, et. al., “Navigating US Regulation of Artificial Intelligence in Medicine—A Primer for 
Physicians,” Mayo Proceedings: Digital Health (March 2023): 32. 
https://www.mcpdigitalhealth.org/article/S2949-7612(23)00004-4/fulltext. 

35  W. Nicholson Price II, Rachel E. Sachs, and Rebecca S. Eisenberg, “New Innovation Models in Medical AI,” 
Washington University Law Review 99 (2021): 1124. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3783879 

36  W. Nicholson Price II, “Artificial Intelligence in Health Care: Applications and Legal Issues,” The SciTech 
Lawyer, 14:1 (Fall 2017): 10. 
https://repository.law.umich.edu/cgi/viewcontent.cgi?article=2932&context=articles. 

37  Jee Young Kim, et. al., “Organizational Governance of Emerging Technologies: AI Adoption in Healthcare,” 
FAccT ’23, June 12–15, 2023, (May 10, 2023): 2. https://arxiv.org/abs/2304.13081. 

38  Thea Cohen, “First Amendment and the Regulation of Pharmaceutical Marketing: Challenges to the 
Constitutionality of the FDA's Interpretation of the Food, Drug, and Cosmetics Act,” American Criminal Law 
Review Volume 49:4 (Fall 2012): 1945-1967. https://www.ojp.gov/ncjrs/virtual-library/abstracts/first-
amendment-and-regulation-pharmaceutical-marketing-challenges. 

39  W. Nicholson Price II, Rachel E. Sachs, and Rebecca S. Eisenberg, “New Innovation Models in Medical AI,” 
Washington University Law Review 99 (2021): 1142. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3783879.  

40  USP, “What is the U.S. Pharmacopeia?” Aug. 4, 2015. https://qualitymatters.usp.org/what-us-pharmacopeia. 
41  Price, “New Innovation Models in Medical AI,” at 1143.  
42  Ibid., at 1137-39. 



25 
 

                                                                                                                                                                                           
43  Nathan Cortez, “Analog Agency in a Digital World,” in Holly Fernandez Lynch and I. Glenn Cohen (eds.), FDA 

in the Twenty-First Century: The Challenges of Regulating Drugs and New Technologies (New York: Columbia 
University Press, 2015). 

44  Adam Candeub, “Digital Medicine, FDA, and the First Amendment,” Georgia Law Review 49:1 (2015): 1-61. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2689222. 

45  U.S. Food and Drug Administration, “What is Digital Health?” Sept. 22, 2020. https://www.fda.gov/medical-
devices/digital-health-center-excellence/what-digital-health. 

46  Medical Device Amendments of 1976 to the 1938 Food, Drug, and Cosmetic Act, 
http://www.gpo.gov/fdsys/pkg/STATUTE-90/pdf/STATUTE-90-Pg539.pdf. 

47  U.S. Food and Drug Administration, “Classify Your Medical Device,” Feb. 7, 2020. 
https://www.fda.gov/medical-devices/overview-device-regulation/classify-your-medical-device 

48  U.S. Food and Drug Administration, “The 510(k) Program: Evaluating Substantial Equivalence in Premarket 
Notifications [510(k)],” July 28, 2014. 3. https://www.fda.gov/media/82395/download. 

49  U.S. Food and Drug Administration, “A History of Medical Device Regulation & Oversight in the United 
States,” June 24, 2019. https://www.fda.gov/medical-devices/overview-device-regulation/history-medical-
device-regulation-oversight-united-states. 

50  U.S. Food and Drug Administration, “De Novo Classification Request,” October 4, 2022. 
https://www.fda.gov/medical-devices/premarket-submissions-selecting-and-preparing-correct-submission/de-
novo-classification-request 

51  Richard Williams, Robert Graboyes, and Adam Thierer, “US Medical Devices: Choices and Consequences,” 
Mercatus Center at George Mason University, Mercatus Research Paper Series, (Oct. 2015): 11-20. 

52  U.S. Food and Drug Administration, “Draft Software Policy for the Regulation of Computer Products,” 52 
Federal Register 36104 (Nov. 13, 1989), 

53  U.S. Food and Drug Administration, “Annual Comprehensive List of Guidance Documents at the Food and Drug 
Administration,” (Jan. 5, 2005). 

54  U.S. Food and Drug Administration, “Policy for Device Software Functions and Mobile Medical Applications,” 
(Sept. 22, 2022): 3. https://www.fda.gov/media/80958/download. 

55  U.S. Food and Drug Administration, “General Principles of Software Validation,” Version 1.1, (June 9, 1997). 
56  U.S. Food and Drug Administration, “General Principles of Software Validation,” Version 2.0, (Jan., 2002). 

https://www.fda.gov/regulatory-information/search-fda-guidance-documents/general-principles-software-
validation. 

57  Ibid., at 1.  
58  U.S. Food and Drug Administration, “Draft Guidance for Industry and Food and Drug Administration Staff; 

Mobile Medical Applications,” 76 Fed. Reg. 43689 (July 21, 2011). 
https://www.regulations.gov/document/FDA-2011-D-0530-0002. 

59  U.S. Food and Drug Administration, “Mobile Medical Applications,” (Sept. 25, 2013). 
https://www.fda.gov/media/80958/download 

60   U.S. Food and Drug Administration, “Policy for Device Software Functions and Mobile Medical Applications,” 
(Sept. 28, 2022). https://www.fda.gov/media/80958/download. 

61  Ibid., at 2. 
62  U.S. Food and Drug Administration, “Examples of mobile apps for which the FDA will exercise enforcement 

discretion,” Sept. 29, 2022.  https://www.fda.gov/medical-devices/device-software-functions-including-mobile-
medical-applications/examples-software-functions-which-fda-will-exercise-enforcement-discretion. 

63  U.S. Food and Drug Administration, “Deciding When to Submit a 510(k) for a Software Change to an Existing 
Device,” (Oct. 2017). https://www.fda.gov/regulatory-information/search-fda-guidance-documents/deciding-
when-submit-510k-software-change-existing-device. 

64 U.S. Food and Drug Administration, “Clinical Decision Support Software,” (Oct. 2022). 
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/clinical-decision-support-software. 



26 
 

                                                                                                                                                                                           
65  U.S. Food and Drug Administration, “Digital Health Software Precertification (Pre-Cert) Program,” (Sept. 26, 

2022), https://www.fda.gov/medical-devices/digital-health/digital-health-software-precertification-pre-cert-
program. 

66  U.S. Food and Drug Administration, “The Software Precertification (Pre-Cert) Pilot Program: Tailored Total 
Product Lifecycle Approaches and Key Findings,” (Sept. 2022): 2. 
https://www.fda.gov/media/161815/download?attachment. 

67  Ibid., at 9. 
68  Ibid. 
69  FDA, “The Software Precertification (Pre-Cert) Pilot Program,” at 3. 
70  Ibid., at 13. 
71  U.S. Food and Drug Administration, “Digital Health Innovation Plan,” (March 2020). 

https://www.fda.gov/media/106331/download. 
72  U.S. Food and Drug Administration, “Digital Health Policy Navigator,” (Dec. 14, 2022). 

https://www.fda.gov/medical-devices/digital-health-center-excellence/digital-health-policy-navigator. 
73  U.S. Food and Drug Administration, “Proposed Regulatory Framework for Modifications to Artificial 

Intelligence/Machine Learning (AI/ML)-Based Software as a Medical Device (SaMD): Discussion Paper and 
Request for Feedback,” (2019). https://www.fda.gov/media/122535/download. 

74 Ibid., at 3. 
75  Ibid. 
76  Ibid., at 4.  
77  International Medical Device Regulators Forum, “About IMDRF,” last accessed July 27, 2023. 

https://www.imdrf.org/about. 
78  https://www.imdrf.org/sites/default/files/docs/imdrf/final/technical/imdrf-tech-140918-samd-framework-risk-

categorization-141013.pdf 
79  U.S. Food and Drug Administration, “Good Machine Learning Practice for Medical Device Development: 

Guiding Principles,” (Oct. 2021). https://www.fda.gov/medical-devices/software-medical-device-samd/good-
machine-learning-practice-medical-device-development-guiding-principles 

80  Adam Thierer, “Flexible, Pro-Innovation Governance Strategies for Artificial Intelligence,” R Street Institute 
Policy Study 283 (April 2023): 13-23. https://www.rstreet.org/research/flexible-pro-innovation-governance-
strategies-for-artificial-intelligence. 

81  U.S. Food and Drug Administration, “Artificial Intelligence and Machine Learning (AI/ML) Software as a 
Medical Device Action Plan,” (Jan. 2021). https://www.fda.gov/medical-devices/software-medical-device-
samd/artificial-intelligence-and-machine-learning-software-medical-device. 

82  U.S. Food and Drug Administration, “Marketing Submission Recommendations for a Predetermined Change 
Control Plan for Artificial Intelligence/Machine Learning (AI/ML)-Enabled Device Software Functions, Draft 
Guidance for Industry and Food and Drug Administration Staff,” (April 2023). https://www.fda.gov/regulatory-
information/search-fda-guidance-documents/marketing-submission-recommendations-predetermined-change-
control-plan-artificial 

83  Ibid., at 2. 
84  Ibid. 
85  Ibid., at 9. 
86  Ibid. 
87  Ibid., at 6. 
88  Ibid., at 16. 
89  Andrea Fox, “FDA drafts AI-enabled medical device life cycle plan guidance,” Healthcare IT News, Apr. 3, 

2023. https://www.healthcareitnews.com/news/fda-drafts-ai-enabled-medical-device-lifecycle-plan-guidance. 
90  https://www.regulations.gov/comment/FDA-2022-D-2628-0030.  
91  https://www.regulations.gov/comment/FDA-2022-D-2628-0017.  
92  FDA, “Recommendations for a Predetermined Change Control Plan,” at 24. 

https://www.regulations.gov/comment/FDA-2022-D-2628-0030
https://www.regulations.gov/comment/FDA-2022-D-2628-0017


27 
 

                                                                                                                                                                                           
93  U.S. Food and Drug Administration, “Clinical Decision Support Software,” (Sept. 28, 2022). 

https://www.fda.gov/regulatory-information/search-fda-guidance-documents/clinical-decision-support-software. 
94  Nathan Cortez, “Digital Health and Regulatory Experimentation at the FDA,” Yale Journal of Law and 

Technology 21:3 (2019): 9.  
95 U.S. Food and Drug Administration, “Guidances” July 21, 2023. https://www.fda.gov/industry/fda-basics-
industry/guidances. 
96  National Telecommunications and Information Administration, “Voluntary Best Practices for UAS Privacy, 

Transparency, and Accountability,” (May 18, 2016), 
https://www.ntia.doc.gov/files/ntia/publications/uas_privacy_best_practices_6-21-16.pdf [hereinafter Voluntary 
Best Practices]. 

97  National Telecommunications and Information Administration, “Multistakeholder Process on Internet of Things 
Security Upgradability and Patching,” 81 Fed. Reg. 64, 139, (Sept.19, 2016). 

98  National Telecommunications and Information Administration, “Privacy Best Practice Recommendations for 
Commercial Facial Recognition Use,” (June 15, 2016), 
https://www.ntia.doc.gov/files/ntia/publications/privacy_best_practices_recommendations_for_commercial_use_
of_facial_recogntion.pdf. 

99  Price, “New Innovation Models in Medical AI,” at 1149. 
100  International Medical Device Regulators Forum, “Software as a Medical Device: Possible Framework for Risk 

Categorization and Corresponding Considerations, (Sept. 18, 2014). 
https://www.imdrf.org/sites/default/files/docs/imdrf/final/technical/imdrf-tech-140918-samd-framework-risk-
categorization-141013.pdf. 

101  U.S. Food and Drug Administration, “Global Approach to Software as a Medical Device,” (Sept. 27, 2022). 
https://www.fda.gov/medical-devices/software-medical-device-samd/global-approach-software-medical-device. 

102  https://www.imdrf.org/sites/default/files/docs/imdrf/final/technical/imdrf-tech-140918-samd-framework-risk-
categorization-141013.pdf  

103  Association for the Advancement of Medical Instrumentation, “About AAMI,” last accessed August 2, 2023. 
https://www.aami.org/about-aami/about-aami. 

104  Ariel Dora Stern, “The Regulation of Medical AI: Policy Approaches, Data, and Innovation Incentives,” NBER 
Working Paper 30639 (Dec. 2022): 18. http://www.nber.org/papers/w30639. 

105  U.S. Food and Drug Administration, “Collaborative Communities: Addressing Health Care Challenges 
Together,” June 23, 2023. https://www.fda.gov/about-fda/cdrh-strategic-priorities-and-updates/collaborative-
communities-addressing-health-care-challenges-together. 

106  Ibid. 
107  The Academy for Radiology & Biomedical Imaging Research, “FDA Workshop: Evolving Role of Artificial 

Intelligence in Radiological Imaging,” February 25-26, 2020. https://www.acadrad.org/wp-
content/uploads/2020/03/Academy-FDA-AI-Workshop-Summary-3.pdf. 

108  https://www.fda.gov/advisory-committees/committees-and-meeting-materials/patient-engagement-advisory-
committee. 
https://www.fda.gov/medical-devices/workshops-conferences-medical-devices/virtual-public-workshop-
transparency-artificial-intelligencemachine-learning-enabled-medical-devices  

109  FDA, “Marketing Submission Recommendations for a Predetermined Change Control Plan,” at 4. 
110  “Virtual Public Workshop - Transparency of Artificial Intelligence/Machine Learning-enabled Medical 

Devices,” 
111  Saurabh Bagchi, “What Is an AI 'Black Box'?” Gizmodo, May 28, 2023. https://gizmodo.com/chatgpt-app-what-

is-an-ai-black-box-1850481273. 
112  Sandeep Reddy, et. al., “A Governance Model for the Application of AI in Health Care,” Journal of the 

American Medical Informatics Association 27:3 (2019): 494. 
113  Rich Ehisen, “Could Algorithm Audits Curb AI Bias?” State Net Insights, Feb. 18, 2022. 

https://www.lexisnexis.com/community/insights/legal/capitol-journal/b/state-net/posts/could-algorithm-audits-
curb-ai-bias; Ilana Golbin, “Algorithmic impact assessments: What are they and why do you need them?” pwc, 
Oct. 28, 2021. https://www.pwc.com/us/en/tech-effect/ai-analytics/algorithmic-impact-assessments.html. 

https://www.imdrf.org/sites/default/files/docs/imdrf/final/technical/imdrf-tech-140918-samd-framework-risk-categorization-141013.pdf
https://www.imdrf.org/sites/default/files/docs/imdrf/final/technical/imdrf-tech-140918-samd-framework-risk-categorization-141013.pdf
https://www.fda.gov/advisory-committees/committees-and-meeting-materials/patient-engagement-advisory-committee
https://www.fda.gov/advisory-committees/committees-and-meeting-materials/patient-engagement-advisory-committee
https://www.fda.gov/medical-devices/workshops-conferences-medical-devices/virtual-public-workshop-transparency-artificial-intelligencemachine-learning-enabled-medical-devices
https://www.fda.gov/medical-devices/workshops-conferences-medical-devices/virtual-public-workshop-transparency-artificial-intelligencemachine-learning-enabled-medical-devices


28 
 

                                                                                                                                                                                           
114  Adam Thierer, “Flexible, Pro-Innovation Governance Strategies for Artificial Intelligence,” R Street Institute 

Policy Study No. 283 (April 20, 2023): 27-33. https://www.rstreet.org/research/flexible-pro-innovation-
governance-strategies-for-artificial-intelligence .  

115  “AI Accountability Policy Request for Comment,” National Telecommunications and Information 
Administration, Docket No. 230407-0093, RIN 0660-XC057, April 11, 2023. https://ntia.gov/issues/artificial-
intelligence/request-for-comments.  

116  “Blueprint for an AI Bill of Rights: Making Automated Systems Work for the American People,” The White 
House (Oct. 2022): 21. https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-
Rights.pdf. 

117  Adam Thierer, “Comments of the R Street Institute to the National Telecommunications and Information 
Administration (NTIA) on AI Accountability Policy,” June 9, 2023. https://www.rstreet.org/outreach/comments-
of-the-r-street-institute-to-the-national-telecommunications-and-information-administration-ntia-on-ai-
accountability-policy. 

118  Price, “New Innovation Models in Medical AI,” at 1142. 
119  U.S. Food and Drug Administration, “Proposed Regulatory Framework for Modifications to Artificial 

Intelligence/Machine Learning (AI/ML)-Based Software as a Medical Device (SaMD): Discussion Paper and 
Request for Feedback,” (2019). https://www.fda.gov/media/122535/download. 

120  U.S. Food and Drug Administration, “Artificial Intelligence and Machine Learning (AI/ML) Software as a 
Medical Device Action Plan,” (Jan. 2021): 5. https://www.fda.gov/medical-devices/software-medical-device-
samd/artificial-intelligence-and-machine-learning-software-medical-device. 

121  U.S. Food and Drug Administration, “Marketing Submission Recommendations for a Predetermined Change 
Control Plan for Artificial Intelligence/Machine Learning (AI/ML)-Enabled Device Software Functions, Draft 
Guidance for Industry and Food and Drug Administration Staff,” (April 2023): 4. 
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/marketing-submission-
recommendations-predetermined-change-control-plan-artificial. 

122  U.S. Food and Drug Administration, “Examples of mobile apps for which the FDA will exercise enforcement 
discretion,” Sept. 29, 2022.  https://www.fda.gov/medical-devices/device-software-functions-including-mobile-
medical-applications/examples-software-functions-which-fda-will-exercise-enforcement-discretion. 

123  U.S. Food and Drug Administration, “General Controls for Medical Devices,” March 22, 2018. 
https://www.fda.gov/medical-devices/regulatory-controls/general-controls-medical-devices. 

124  Adam Thierer, “Even California can slay its needless ‘zombie’ governments,” Orange County Register, Dec. 7, 
2022. https://www.ocregister.com/2022/12/07/even-california-can-slay-its-needless-zombie-governments. 

125  Price, “Black-Box Medicine,” at. 461. 
126  Trishan Panch, et. al., “A distributed approach to the regulation of clinical AI,” PLOS Digital Health 1:5 (May 

26, 2022): 3, 6. https://journals.plos.org/digitalhealth/article?id=10.1371/journal.pdig.0000040. 
127  Ibid., at 3. 
128 Ibid., at 6. 
129  Sebastian Holst, Morgan Reed, and Brian Scarpelli, “Machine Learning and Medical Devices: Connecting 

practice to policy (and back again),” Connected Health (2020). https://connectedhi.com/wp-
content/uploads/2022/04/CHIAITaskForceGMLPs.pdf. 

130  U.S. Food and Drug Administration, Strategic Plan for Risk Communication, (2009). 
http://www.fda.gov/downloads/AboutFDA/ReportsManualsForms/Reports/UCM183683.pdf.  

131  U.S. Food and Drug Administration, Baruch Fischhoff, Noel T. Brewer, and Julie S. Downs, eds., 
Communicating Risks and Benefits: An Evidence-Based User's Guide, (2011). 
http://www.fda.gov/downloads/AboutFDA/ReportsManualsForms/Reports/UCM268069.pdf.  

132  Sandeep Reddy, et. al., “A Governance Model for the Application of AI in Health Care,” Journal of the 
American Medical Informatics Association 27:3 (2019): 494. 

133  Adam Thierer, “The Right to Try and the Future of the FDA in the Age of Personalized Medicine,” Mercatus 
Center at George Mason University, Mercatus Working Paper (July 2016): 15-18. 
https://www.mercatus.org/publication/right-to-try-and-fda-future-personalized-medicine. 

https://www.rstreet.org/research/flexible-pro-innovation-governance-strategies-for-artificial-intelligence
https://www.rstreet.org/research/flexible-pro-innovation-governance-strategies-for-artificial-intelligence
https://ntia.gov/issues/artificial-intelligence/request-for-comments
https://ntia.gov/issues/artificial-intelligence/request-for-comments
https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf
https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf


29 
 

                                                                                                                                                                                           
134  Katie Cohen, Caroline Hackley, and Anilya Krishnan, “The AI Health Care Dilemma,” The Regulatory Review, 

Oct. 22, 2022. https://www.theregreview.org/2022/10/22/saturday-seminar-the-ai-health-care-dilemma. 
135  Price, “New Innovation Models in Medical AI,” at 1142. 
136  Ariel Dora Stern, “The Regulation of Medical AI: Policy Approaches, Data, and Innovation Incentives,” NBER 

Working Paper 30639 (Dec. 2022): 7. http://www.nber.org/papers/w30639. 
137  Anna Megdell, “Machine Learning Creates Opportunity for New Personalized Therapies,” University of 

Michigan Health Lab, Lab Notes, Sept. 27, 2022. https://labblog.uofmhealth.org/lab-notes/machine-learning-
creates-opportunity-for-new-personalized-therapies. Sumathi Reddy, “How Doctors Use AI to Help Diagnose 
Patients,” Wall Street Journal, Feb. 28, 2023. https://www.wsj.com/articles/how-doctors-use-ai-to-help-
diagnose-patients-ce4ad025. 

138  Corinne Purtill, “How AI Changed Organ Donation in the US,” Quartz, Sept. 10, 2018. 
https://qz.com/1383083/how-ai-changed-organ-donation-in-the-us. 

139  “Researchers Use AI to Triage Patients with Chest Pain,” Science Daily, Jan. 23, 2023. 
https://www.sciencedaily.com/releases/2023/01/230117110422.htm. Paul McClure, “Machine learning algorithm 
a fast, accurate way of diagnosing heart attack,” New Atlas, May 15, 2023. https://newatlas.com/health-
wellbeing/code-acs-machine-learning-algorithm-accurate-heart-attack-diagnosis. 

140  University of Zurich, “Artificial Intelligence Improves Treatment in Women with Heart Attacks,” ScienceDaily, 
Aug. 29, 2022. www.sciencedaily.com/releases/2022/08/220829112918.htm. 

141  Cedars-Sinai, “Artificial Intelligence Tool May Help Predict Heart Attacks,” March 22, 2022, 
https://www.cedars-sinai.org/newsroom/artificial-intelligence-tool-may-help-predict-heart-attacks. 

142  Colin Farrelly, “50 years of the ‘war on cancer’: lessons for public health and geroscience,” Geroscience 43(3) 
(June 2021): 1229-1235. https://pubmed.ncbi.nlm.nih.gov/33860442. 

143  “Cancer Moonshot,” The White House, last accessed June 5, 2023. 
https://www.whitehouse.gov/cancermoonshot. 

144  National Center for Health Statistics, “Leading Causes of Death,” last accessed June 5, 2023.  
https://www.cdc.gov/nchs/fastats/leading-causes-of-death.htm. 

145  Center for Disease Control and Prevention, “An Update on Cancer Deaths in the United States,” Feb. 28, 2022. 
https://www.cdc.gov/cancer/dcpc/research/update-on-cancer-deaths. 

146  Shania Kennedy, “Mayo Clinic ML Can Predict Pancreatic Cancer Earlier than Usual Methods,” Health IT 
Analytics, July 19, 2022. https://healthitanalytics.com/news/mayo-clinic-ml-can-predict-pancreatic-cancer-
earlier-than-usual-methods. 

147  Elizabeth Svoboda, “Artificial Intelligence is Improving the Detection of Lung Cancer,” Nature, Nov. 18, 2020. 
https://www.nature.com/articles/d41586-020-03157-9. Berkeley Lovelace Jr., et. al., “Promising new AI can 
detect early signs of lung cancer that doctors can't see,” NBC News, April 11, 2023. 
https://www.nbcnews.com/health/health-news/promising-new-ai-can-detect-early-signs-lung-cancer-doctors-
cant-see-rcna75982. 

148  Erin McNemar, “Artificial Intelligence Advances Breast Cancer Detection,” Health IT Analytics, Oct. 7, 2021. 
https://healthitanalytics.com/news/artificial-intelligence-advances-breast-cancer-detection. Georgina Torbet, 
“Google's AI can detect breast cancer more accurately than experts,” Engadget, Jan. 1, 2020. 
https://www.engadget.com/2020-01-01-googles-ai-can-detect-breast-cancer-more-accurately-than-expert.html. 
Adam Satariano and Cade Metz, “Using A.I. to Detect Breast Cancer That Doctors Miss,” New York Times, 
March 6, 2023. https://www.nytimes.com/2023/03/05/technology/artificial-intelligence-breast-cancer-
detection.html. Ava Sasani, “New AI tool can help treat brain tumors more quickly and accurately, study finds,” 
The Guardian, July 7, 2023. https://www.theguardian.com/science/2023/jul/07/brain-tumors-gliomas-ai-tool. 

149  National Cancer Institute, “Artificial Intelligence Expedites Brain Tumor Diagnosis during Surgery,” Cancer 
Currents Blog, Feb. 12, 2020, https://www.cancer.gov/news-events/cancer-currents-blog/2020/artificial-
intelligence-brain-tumor-diagnosis-surgery. “Intel and Penn Medicine are developing an AI to spot brain 
tumors,” Christine Fisher, Engadget, May 11, 2020. https://www.engadget.com/intel-penn-medicine-brain-
tumor-ai-151105509.html. 

150  Jon Fingas, “Microsoft AI helps diagnose cervical cancer faster,” Engadget, Nov. 10, 2019. 
https://www.engadget.com/2019-11-10-microsoft-ai-diagnoses-cervical-cancer-faster.html.  

https://labblog.uofmhealth.org/lab-notes/machine-learning-creates-opportunity-for-new-personalized-therapies
https://labblog.uofmhealth.org/lab-notes/machine-learning-creates-opportunity-for-new-personalized-therapies
https://www.sciencedaily.com/releases/2023/01/230117110422.htm
https://www.engadget.com/2019-11-10-microsoft-ai-diagnoses-cervical-cancer-faster.html


30 
 

                                                                                                                                                                                           
151  Benjamin Hunter, Sumeet Hindocha, and Richard W. Lee, “The Role of Artificial Intelligence in Early Cancer 

Diagnosis,” Cancers (Basel), 14:6 (Mar. 2022), p. 1524. 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8946688. Jon Fingas, “NVIDIA and Medtronic are building an 
AI-enhanced endoscopy tool,” Engadget, March 21, 2023. https://www.engadget.com/nvidia-and-medtronic-are-
building-an-ai-enhanced-endoscopy-tool-161532723.html. 

152  Bendta Schroeder, “Using Machine Learning to Identify Undiagnosable Cancers,” MIT News, Sept. 1, 2022. 
https://news.mit.edu/2022/using-machine-learning-identify-undiagnosable-cancers-0901. 

153  Rachel Gordon, “Seeing Into the future: Personalized Cancer Screening with Artificial Intelligence,” MIT News, 
Jan. 21, 2022. https://news.mit.edu/2022/seeing-future-personalized-cancer-screening-artificial-intelligence-
0121. 

154  Peter Ruegg-Eth Zurich, “AI Spots Antibiotic Resistance 24 Hours Faster than Old Methods,” Futurity, Jan. 18, 
2022. https://www.futurity.org/antibiotic-resistance-artificial-intelligence-2682392-2. 

155  “Better than humans: Artificial intelligence in intensive care units,” Vienna University of Technology. 
ScienceDaily, May 11, 2023. https://www.sciencedaily.com/releases/2023/05/230511164553.htm. Laura Cech-
Jhu, “AI Could Prevent Thousands of Sepsis Deaths Yearly,” Futurity, July 22, 2022. 
https://www.futurity.org/sepsis-artificiall-intelligence-hospitals-deaths-2771192-2. Emily Henderson, “New 
machine learning model estimates optimal treatment timing for sepsis,” News Medical Life Sciences, April 6, 
2023. https://www.news-medical.net/news/20230406/New-machine-learning-model-estimates-optimal-
treatment-timing-for-sepsis.aspx. 

156  Ibid. 
157  Brenda Goodman, “A new antibiotic, discovered with artificial intelligence, may defeat a dangerous superbug,” 

CNN, May 25, 2023. https://www.cnn.com/2023/05/25/health/antibiotic-artificial-intelligence-
superbug/index.html. 

158  “Paralysis in the U.S.,” Christopher & Dana Reeve Foundation, last accessed June 11, 2023. 
https://www.christopherreeve.org/todays-care/paralysis-help-overview/stats-about-paralysis. 

159  Sunil Jacob, et. al., “Artificial Intelligence Powered EEG-EMG Electrodes for Assisting the Paralyzed,” IEEE 
Technology Policy and Ethics 4:4 (Sept. 2019), pp. 1-4. https://ieeexplore.ieee.org/document/9778118. 

160  Oliver Whang, “Brain Implants Allow Paralyzed Man to Walk Using His Thoughts,” New York Times, May 24, 
2023. https://www.nytimes.com/2023/05/24/science/paralysis-brain-implants-ai.html. 

161  Mariella Moon, “AI-enabled brain implant helps patient regain feeling and movement,” engadget, Aug. 2, 2023. 
https://www.engadget.com/ai-enabled-brain-implant-helps-patient-regain-feeling-and-movement-
073711090.html. 

162  “Can the AI driving ChatGPT help to detect early signs of Alzheimer's disease?,” Drexel University, 
ScienceDaily, Dec. 22, 2022. https://www.sciencedaily.com/releases/2022/12/221222162415.htm. Priyom Bose, 
“A machine-learning approach for the early diagnosis of Parkinson's disease,” News Medical, May 11 2023. 
https://www.news-medical.net/news/20230511/A-machine-learning-approach-for-the-early-diagnosis-of-
Parkinsons-disease.aspx. 

163  Shania Kennedy, “AI Tool Can Detect Signs of Mental Health Decline in Text Messages,” Health IT Analytics, 
Oct. 13, 2022. https://healthitanalytics.com/news/ai-tool-can-detect-signs-of-mental-health-decline-in-text-
messages. Dhruv Khullar, “Can A.I. Treat Mental Illness?,” The New Yorker, Feb. 27, 2023. 
https://www.newyorker.com/magazine/2023/03/06/can-ai-treat-mental-illness. Hazel Tang, “How AI can predict 
suicide before it’s too late,” AIMed, March 10, 2021. https://ai-med.io/special-report-neurosciences-mental-
health/how-ai-can-predict-suicide-before-its-too-late. 

164  “How AI Can Help Design Drugs to Treat Opioid Addiction,” Neuroscience News, Feb. 18, 2023. 
https://neurosciencenews.com/ai-opioid-addiction-22531/. 

 
 

 

 

 

https://www.sciencedaily.com/releases/2023/05/230511164553.htm
https://www.futurity.org/sepsis-artificiall-intelligence-hospitals-deaths-2771192-2


31 
 

                                                                                                                                                                                           
 

 

 


	Introduction
	How AI/ML Poses Special Problems for Traditional Regulation
	A. Information volume & pacing problems
	B. Growing tech sophistication / interconnectedness problem
	C. Consumer empowerment / democratization problem
	D. Definitional / regulatory authority problem
	E. Speech-related concerns
	F. Inadequate resources problem

	Evolution of FDA’s Approach to Digital Health & AI/ML Governance
	A. Basic FDA medical device authority
	B. Early software/computing oversight (1981-2002)
	C. Digital health & mobile medical oversight ramps up (2002-2019)
	D. AI/ML-enabled devices become the focus (2019-present)

	Soft Law Elements in the FDA’s Approach
	A. Continued reliance on guidance as primary governance tool
	B. Coordination with international NGOs & other governments
	C. Reliance on standard-setting bodies
	D. Public-private partnerships / multistakeholder meetings & workshops

	Recommendations for Expanded Use of Soft Law for AI/ML
	A. AI Audits and Algorithmic Impact Assessments
	B. Expand enforcement discretion & rely on best practices
	C. Expand the use of pilot programs / sandboxing
	D. Rely on private AI registries & a more “distributed approach” to governance
	E. Expansion of health education / literacy

	Conclusion
	Appendix: The Promise of AI/ML in Health Care
	Endnotes

